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Summary

This chapter will discuss design 
considerations for epidemiological 
studies that use biomarkers in the 
framework of etiologic investigations. 
The main focus will be on describing 
the incorporation of biomarkers 
into the main epidemiologic study 
designs, including cross-sectional 
or short-term longitudinal designs 
to characterize biomarkers, and 
prospective cohort and case–
control studies to evaluate 
biomarker-disease associations. 
The advantages and limitations of 
each design will be presented, and 
the impact of study design on the 
feasibility of different approaches 
to exposure assessment and 
biospecimen collection and 
processing will be discussed.

Introduction

There is a wealth of existing and 
emerging opportunities to apply a 
vast array of new biomarker discovery 
technologies, such as genome-
wide scans of common genetic 
variants, mRNA and microRNA 
expression arrays, proteomics, 
metabolomics and adductomics, 
to further our understanding of 
the etiology of a broad range of 
diseases (1–9). These approaches 
are allowing investigators to explore 
biologic responses to exogenous 
and endogenous exposures, 
evaluate potential modification 
of those responses by variants 
in essentially the entire genome, 
and define disease processes 
at the chromosomal, DNA, RNA 
and protein levels. At the same 
time, most biomarkers analysed 

by these technologies can still be 
classified into the classic biomarker 
categories defined more than 20 
years ago (Figure 14.1), which 
include biomarkers of exposure, 
intermediate endpoints (e.g. 
biomarkers of early biologic effect), 
disease and susceptibility (10–17). 
Biomarkers in epidemiological 
studies can also be used to evaluate 
behavioural characteristics that 
affect the likelihood of exposure, 
such as tobacco smoking, as well as 
clinical behaviour and progression 
of disease. The use of biomarkers 
associated with exposure, 
disease development, and clinical 
progression within the same overall 
design is of increasing interest and 
has recently been termed ‘integrative 
epidemiology’ (18,19).
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Regardless of the appellation 
used to describe the use of 
biomarkers in epidemiologic 
research, be it “molecular 
epidemiology,” “integrative 
epidemiology,” or the more limited 
“genetic epidemiology,” the 
successful application of new and 
established biomarker technologies 
still depends on integrating them into 
the appropriate study design with 
careful attention to the time-tested 
principles of the epidemiologic 
method (16,20–24). Basic principles 
in vetting new biomarkers and 
technologies in pilot or transitional 
studies apply now more than ever 
(25–28). Understanding how to 
collect, process and store biologic 
samples (see Chapter 3), and the 
factors that influence biomarker 
levels, with particular attention 
to within- and between-person 
variation for non-fixed biomarkers 
(see Chapter 9), are key concerns. 
Testing for and optimizing laboratory 
accuracy and precision are also 
critical to the successful use of 
biomarkers in epidemiology studies 
(see Chapter 8). Finally, selecting 
the most appropriate, effective, and 
logistically feasible study design to 
use a given biomarker technology 
that answers a particular research 
question remains of paramount 
importance.

The focus of this chapter is 
on design considerations for 
epidemiological studies that use 
biomarkers, primarily in the context 
of etiologic research, including 
cross-sectional or short-term 
longitudinal designs to characterize 
biomarkers, and prospective cohort 
and case–control studies to evaluate 
biomarker–disease associations. A 
description of the general principles 
of study design (29–31) is outside 
the scope of this chapter. Instead, 
the focus is on describing the 
incorporation of biomarkers into the 
main epidemiologic study designs, 
pointing out the advantages and 
limitations of each, and showing 
how study design affects the 
feasibility of different approaches 
to both exposure assessment 
and biospecimen collection and 
processing.

Study designs in molecular 
epidemiology

Cross-sectional and short-
term longitudinal studies with 
biomarker endpoints

In epidemiological terms, a cross-
sectional study refers to a study 
design in which all of the information 
refers to the same point in time. 
As such, these studies provide a 
‘snapshot’ of the population status 

with respect to exposure variables 
and intermediate endpoints, and, 
in some instances, disease at a 
specific point in time. Short-term 
longitudinal biomarker studies 
are studies in which subjects are 
prospectively followed for a short 
period of time (usually a few weeks 
to up to a year). Investigations 
are usually performed on healthy 
subjects exposed to particular 
exogenous or endogenous agents 
where the biomarker is treated as 
the outcome variable. These studies 
generally focus on exposure and 
intermediate endpoint biomarkers, 
and sometimes evaluate genetic and 
other modifiers of the exposure–
endpoint relationship.

Questions addressed by 
cross-sectional and short-term 
longitudinal studies

Cross-sectional and/or short-term 
longitudinal studies are often used 
as follows:

1) To answer questions about 
whether or not a given population 
has been exposed to a particular 
compound, the level of exposure, 
the range of the exposure, and the 
external and internal determinants 
of the exposure. For instance, 
recent studies on haemoglobin 
adducts of acrylamide have shown 
that exposure to this toxic chemical 

Figure 14.1. A continuum of biomarker categories reflecting the carcinogenic process resulting from xenobiotic exposures

Figure compiled from (10) and (21, copyright © 2008, Informa Healthcare. Reproduced with permission of Informa Healthcare).
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is widespread in the general 
population, due to dietary and 
lifestyle habits (32,33).

2) To evaluate intermediate 
biologic effects from a wide range 
of exposures in the diet and 
environment, as well as from lifestyle 
factors (e.g. obesity and reproductive 
status). This design can be used 
to provide mechanistic insight into 
well established exposure–disease 
relationships, and to supplement 
suggestive but inconclusive evidence 
on the possible adverse health 
effects of an exposure. For instance, 
studies have used haematological 
endpoints to investigate the effects 
of benzene on the blood forming 
system at low levels of exposure 
(34,35). These studies have found 
decreased levels in peripheral blood 
cell counts at exposures below 1 
ppm, indicating that at low levels of 
exposure, perturbations in the blood 
forming system can be detected. 
These results hinted at the possibility 
of increased risk of leukaemia at 
low levels of benzene exposure, 
given the putative link between 
benzene poisoning (a severe form of 
haematotoxicity) and increased risk 
for leukaemia.

3) To evaluate whether or not 
there are early biologic perturbations 
caused by new exposures, or recent 
changes in lifestyle factors that have 
not been present long enough to have 
been evaluated for their association 
with disease. For example, there 
is considerable public health 
concern about the increased use 
of nanoparticles in both research 
and manufacturing operations (36). 
Various initial research studies and 
evaluations have demonstrated 
greater biological activity of 
nanoparticles compared with larger 
particles of the same material, 
and significant potential toxicity 
has been observed in laboratory 
animals exposed to some types of 
nanoparticles. However, given their 

recent introduction into commerce, 
the time between first exposure and 
the occurrence of any chronic health 
effect is most likely too short. In this 
particular example, the assessment 
of preclinical indicators of disease 
(e.g. markers of pulmonary 
inflammation) in asymptomatic 
individuals would be of importance 
to identify potential adverse health 
effects at an early stage.

4) To study changes in exposure 
and/or intermediate endpoints to 
determine the effectiveness of 
intervention studies. For instance, 
the effect of exercise and weight 
loss interventions on serum 
levels of four biomarkers related 
to knee osteoarthritis (cartilage 
oligometric matrix protein (COMP), 
hyaluronan, antigenic keratin 
sulfate, and transforming growth 
factor-β-1 (TGF-β1)), and clinical 
outcome measures (e.g. medial joint 
space, pain) were examined (37). 
Intervention programmes indeed 
resulted in changes in COMP (which 
was associated with decreased knee 
pain) and TGF-β1.

Cross-sectional and short-
term longitudinal studies using 
exposure markers

Biomarkers of exposure measure 
the level of an external agent, 
its metabolic by-products in 
either the free state or bound to 
macromolecules, or the specific 
immunologic response it elicits. 
In addition, exposure biomarkers 
measure endogenously produced 
compounds, which may be 
influenced directly or indirectly by 
external factors (e.g. hormones), 
as well as by genetic factors. The 
first epidemiological evaluation of 
potential biomarkers of exposure 
generally occurs in cross-sectional 
studies in the general population, 
or in subgroups with specific, well 
characterized exposure and lifestyle 

patterns. Sometimes a biomarker of 
exposure can be used only in cross-
sectional studies to determine if a 
population is exposed to an agent of 
concern, or used as an independent 
marker of exposure in studies 
evaluating intermediate biomarker 
endpoints.

The applicability of exposure 
biomarkers in cross-sectional 
studies depends on certain intrinsic 
features related to the marker 
itself (e.g. half-life, variability, and 
specificity of the marker) and the 
exposure pattern (see Chapter 9). 
The first requirements for successful 
application of an exposure marker 
are that the assay is reliable and 
accurate (see Chapter 8), the marker 
is detectable in human populations, 
and important effect modifiers (e.g. 
nutrition and demographic variables) 
and kinetics are known (20). Second, 
the timing of sample collection in 
combination with the biological half-
life of a biomarker of exposure is key, 
as this determines the exposure time 
window that a marker of exposure 
reflects. The time of collection may 
be critical if, as is often the case in 
cross-sectional studies, only one 
sample per subject can be obtained 
on a given occasion, and if the 
exposure is of brief duration, highly 
variable in time, or has a distinct 
exposure pattern (e.g. diurnal 
variation in certain endogenous 
markers, such as hormones) (38). 
Chronic, near-constant exposures 
pose fewer problems. However, 
most biomarkers of internal dose 
generally provide information about 
recent exposures (hours to days), 
with the exception of markers of 
persistent pesticides, dioxins, 
polychlorobiphenyls, certain metals, 
and serological markers related to 
infectious agents, which can reflect 
exposures received many years 
before.
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Cross-sectional and short-
term longitudinal studies using 
intermediate endpoints

Intermediate biomarkers directly 
or indirectly represent events on 
the continuum between exposure 
and disease, and can provide 
important mechanistic insight into 
the pathogenesis of disease. As 
such, they complement classic 
epidemiological studies that use 
disease endpoints. For instance, 
the use of intermediate biomarkers 
in cross-sectional studies can 
provide initial clues about the 
disease potential of new exposures 
years before a disease develops 
(10,15,39–41).

One group of intermediate 
biomarkers, biomarkers of early 
biologic effect (10), generally 
measure early biologic changes 
that reflect early, and generally 
non-persistent, effects. Examples 
of early biologic effect biomarkers 
include: measures of cellular toxicity; 
chromosomal alterations; DNA, 
RNA and protein expression; and 
early non-neoplastic alterations in 
cell function (e.g. altered DNA repair, 
altered immune function). Generally, 
early biologic effect markers are 
measured in substances such as 
blood and blood components (red 
blood cells, white blood cells, DNA, 
RNA, plasma, sera, urine) because 
they are easily accessible, and, in 
some instances, it is reasonable 
to assume that they can serve as 
surrogates for other organs. Early 
biological effect markers also can 
be measured in other accessible 
tissues such as skin, cervical and 
colon biopsies, epithelial cells from 
surface tissue scrapings or sputum 
samples, exfoliated urothelial cells 
in urine, colonic cells in feces, and 
epithelial cells in breast nipple 
aspirates. Other early effect markers 
include measures of circulating 
biologically active compounds in 

plasma that may have epigenetic 
effects on disease development 
(e.g. hormones, growth factors, 
cytokines).

For maximum utility, an 
intermediate biomarker must 
be shown to be predictive of 
disease occurrence, preferably in 
prospective cohort studies (40) or 
potentially in carefully designed 
case–control studies. The criteria for 
validating intermediate biomarkers 
have focused on the calculation 
of the etiologic fraction of the 
intermediate endpoint, which varies 
from 0 to 1 (40,41). For intermediate 
endpoints with etiologic fractions 
that are close to 1.0, either positive 
or negative results in cross-
sectional studies of an exposure–
intermediate endpoint relationship 
are particularly informative. For 
intermediate endpoints linked to 
risk of developing disease but with a 
substantially lower etiologic fraction, 
the interpretation must be more 
circumspect. Specifically, a positive 
association between an exposure 
and an intermediate biomarker is 
informative, but a null association 
does not rule out that the exposure 
is associated with adverse health 
outcomes, as the exposure may act 
through a mechanism not reflected 
by the particular endpoint under 
study.

One of the most well known 
examples of a validated intermediate 
marker is low-density lipoprotein 
(LDL) cholesterol. Epidemiological 
studies have shown that elevated 
LDL cholesterol is one of the major 
causes of coronary heart disease 
(CHD). Given its high predictiveness, 
risk management/intervention 
programmes are focused on lowering 
and identifying factors that would 
reduce LDL levels and thus the risk 
for CHD (42). Unfortunately, there 
are very few examples like LDL. For 
instance, chromosomal aberrations 
in peripheral blood lymphocytes 

have been extensively used as the 
classic biomarker of early genotoxic 
effects in cross-sectional studies 
of populations exposed to a wide 
variety of potential carcinogens 
(43–45). Several cohort studies 
have reported that the prevalence 
of chromosomal aberrations in 
peripheral lymphocytes can predict 
subsequent risk of cancer (46–51). 
The predictive performance of this 
biomarker was shown to be similar 
irrespective of whether the subjects 
had been smokers or occupationally 
exposed to carcinogenic agents 
(52). In contrast, such associations 
were not observed for the sister 
chromatid exchange assay, another 
biomarker of genotoxicity also 
measured in peripheral lymphocytes 
(49–51).

Interpretation of results from 
cross-sectional studies using 
intermediate endpoints is, as 
indicated before, premised on the 
assumption that the intermediate 
endpoints reflect biological 
changes considered relevant to 
disease development. This may 
be based on in vitro and animal 
models or on previous observations 
that the biomarker is altered in 
human populations exposed to 
known toxicants. However, these 
studies are not capable, in and of 
themselves, of directly establishing 
or refuting a causal relationship 
between a given exposure or a 
given level of exposure and risk 
for developing diseases. Results 
of studies using most intermediate 
biomarkers as outcome measures 
are only suggestive; a biomarker 
may be overly sensitive (i.e. it may 
respond to low levels of chemical 
exposures that are below the 
disease threshold, if one exists), be 
insensitive, reflect phenomena that 
are irrelevant to the disease process, 
or fail to reflect important processes 
involved in the pathogenesis of 
disease.
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Variance in biomarker response

The applicability of exposure and 
intermediate endpoint markers 
in cross-sectional and semi-
longitudinal studies depends to 
a large extent on the variability 
in biomarker response between 
persons and over time (see Chapters 
8 and 9). If a biomarker response is 
highly variable over time within a 
person, then it is clear that a single 
measurement of such a marker would 
be a poor estimate of the average 
marker level of a certain individual. 
However, even if the variance over 
time is small, and thus a reasonable 
estimate of the individual’s average 
marker response, the applicability 
in epidemiological studies might 
be limited if the variance between 
individuals is small as well. In the 
end, the applicability of a marker in 
epidemiological research depends 
on the relative level between the 
interindividual and intraindividual 
variability in marker response. A 
useful measure in this regard is the 
intraclass correlation coefficient 
(ICC), which can be defined as the 
interindividual variance divided by 
the sum of the interindividual and 
intraindividual variance; in other 
words, it represents the fraction of the 
total variance that can be attributed 
to differences between individuals. 
Short-term longitudinal studies are 
ideal to collect information needed 
to estimate this key parameter. 
Chapter 9 provides a more detailed 
description of methods used to 
quantify biomarker variability and 
its impact on biomarker-disease 
associations.

Strengths and limitations

A distinct advantage of cross-
sectional and short-term longitudinal 
studies is that detailed and accurate 
information can be collected 
on current exposure patterns, 

potential confounders, and effect 
modifiers. Furthermore, they can 
take advantage of a wide range 
of potential analytic (molecular) 
approaches, particularly those that 
require cell culturing and extensive 
processing within an often short 
period of time after collection (e.g. 
RNA, protein stabilization).

Cross-sectional and short-
term longitudinal biomarker 
studies can collect very accurate 
information on the dose–response 
relationship between external or 
internal exposures and intermediate 
endpoints; these detailed exposure 
status data should be exploited to 
the fullest. As most biologic markers 
of exposure reflect exposures over 
the previous several days to months, 
this information must be collected 
over the etiologically relevant time 
period. For example, in a study 
on haematologic, cytogenetic and 
molecular endpoints among workers 
exposed to benzene, measurements 
were collected for over a year before 
determination of the biological 
endpoints to unequivocally 
assess individual exposures (53). 
Furthermore, given the increasing 
interest in identifying potential gene-
environment interactions in chronic 
diseases, accurate measurement 
of the environment becomes very 
important. Simulation studies 
have shown that even a modest 
amount of nondifferential exposure 
misclassification can dramatically 
attenuate the estimate of the 
interaction parameter and increase 
sample size requirements (54). As 
such, cross-sectional and semi-
longitudinal studies could have a 
distinct advantage in elucidating 
gene-environment interactions.

Summary and future directions

Cross-sectional and semi-
longitudinal study designs have 
been successfully applied to: answer 

questions about whether or not a 
given population has been exposed 
to a particular compound; evaluate 
intermediate biologic effects from 
a wide range of exposures in the 
diet and environment; evaluate 
whether or not there are early 
biologic perturbations caused by 
new exposures or recent changes 
in lifestyle factors that have not 
been present long enough to have 
been evaluated for their association 
with disease; and to study changes 
in exposure and/or intermediate 
endpoints to determine the 
effectiveness of intervention studies. 
However, as indicated previously, 
the interpretation and therefore 
the usefulness of these studies 
depend heavily on the validity of the 
markers measured. The availability 
of numerous prospective cohort 
studies with stored blood specimens 
should enhance the ability to rapidly 
test the relationship between a 
wide variety of early biologic effect 
markers, using both standard and 
emerging technologies (55,56), and 
disease risk. Such studies could 
ultimately produce a novel endpoint 
to evaluate the disease potential and 
mechanisms of action of various risk 
factors.

Prospective cohort studies

In contrast to cross-sectional studies 
where biomarkers are the outcome 
variable, in prospective cohort and 
case–control studies the risk of 
disease is the outcome of interest. 
Prospective cohort studies collect 
exposure information and biological 
specimens from a group of healthy 
subjects who are then followed-up to 
identify those who develop disease. 
Establishing a cohort study is initially 
very costly and time-consuming, as 
large populations must be recruited 
and followed-up long enough 
to identify sufficient numbers of 
cases with the disease of interest. 
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Although power is limited by the 
overall cohort size and frequency 
of the outcome, in the long run the 
cohort design becomes more cost-
efficient, since it can study multiple 
disease endpoints and provide a 
well defined population that can 
be easily sampled for efficiency 
(57–60). This section describes 
key features of cohort studies, 
particularly with regards to the use of 
biomarkers. Table 14.1 summarizes 
the strengths and limitations of this 
study design, as compared to the 
case–control designs described 
later in this chapter.

Participation in the study

Subjects in a cohort study often have 
distinct characteristics compared to 
their population of origin, by design 
or because of the motivation and 
level of commitment required to be 
included in such studies. Collection 
of biospecimens to measure 
biomarkers can have adverse 
effects on participation rates, even 
when collection procedures require 
minimally invasive procedures 
(e.g. buccal swab or oral rinse as 
opposed to blood collection). Cohort 
studies that collect questionnaires 
and biological samples at baseline 
or before disease onset can 
avoid selection biases, as long as 
specimens for each participant 
remain available and follow-up is 
complete. However, subjects with 
biological specimens collected after 
the cohort has been formed might 
have different characteristics from 
the rest of the cohort. Increasingly, 
concerns over privacy have 
also affected the willingness of 
participants to take part in some 
research studies.

Exposure assessment, timing of 
exposure, and misclassification

A major strength of the cohort 
design is that the sequence 
between exposure assessment and 
outcome is the same as the causal 
pathway: exposures are measured 
before disease diagnosis. This is 
particularly important for biomarkers 
that are directly or indirectly affected 
by the disease process (61), with 
the caveat that undiagnosed or 
preclinical disease may alter levels 
of specific biomarkers measured 
on specimens collected close to 
the date of diagnosis. Screening for 
disease at baseline (e.g. requiring 
recent colonoscopy for samples 
used in studies of colorectal cancer), 
or excluding cases diagnosed in 
the first few years after sample 
collection (lag analyses), can limit 
the effect of preclinical disease on 
biomarker levels.

Environmental data collected 
through questionnaires is less prone 
to recall biases (i.e. differential recall 
between cases and controls) than in 
case–control studies, thus facilitating 
the assessment of biomarker-
environment interactions, such as 
gene-environment interactions (62–
66). However, prospective studies 
often have a lower level of detail on 
specific exposures than case–control 
studies focusing on one or a few 
related diseases, due to the need to 
collect at least minimal data on the 
multiple exposures relevant to multiple 
outcomes. Therefore, although cohort 
studies can minimize the occurrence 
of differential misclassification, 
nondifferential misclassification of 
exposure might be larger than in 
alternative study designs.

Cohort studies with extended 
follow-up provide a wide range of 
time periods between biomarker 
collection and diagnosis of the 
outcome. This can be used to 
evaluate hypotheses relating 

to latent periods between the 
exposures of interest and the 
outcome. Theoretically, cohort 
studies have the advantage of 
collecting serial biological samples 
over time to evaluate biomarkers 
that vary in time. However, logistical 
and cost constrains often result in 
large studies collecting a single 
biological sample at one point in 
time. This results in diminishing the 
value of evaluating the relevant time 
window of exposure for disease 
causation, and studying markers 
with substantial seasonal or day-to-
day variations, such as short-term 
exposure markers.

Chapter 9 describes important 
considerations in data analysis and 
inference related to the timing of 
exposure assessment. Below is a 
summary of these considerations in 
the context of cohort studies.

Misclassification due to random 
within-person variation. Most 
biomarkers vary from time to 
time within the same person. 
This variation could be due to 
multiple factors, including diurnal 
(e.g. melatonin) or monthly (e.g. 
estrogens) cycles, seasonal variation 
(e.g. vitamin D), recent dietary or 
supplement intake (e.g. vitamin 
C), as well as from the specificity 
of the assay used to measure the 
biomarker. If this variation is random 
and nondifferential between cases 
and controls, the bias will tend to 
attenuate measures of association.

When within-person variability 
for a particular biomarker is random, 
the correlation between single 
measurements in a population 
and the average of multiple 
measurements can be used to 
gauge the extent of attenuation in 
the association measure, or be used 
explicitly to correct the attenuation 
of relative risk estimates due to 
nondifferential misclassification (67). 
This information can be obtained 
from a representative subsample of 
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the cohort in which the biomarkers 
are measured at two or more 
distinct time points. It is important 
that the subjects with repeated 
measurements represent the larger 
cohort, so that the correlation used 
to correct risk estimates can be 
generalized to the entire cohort. 
However, true random sampling 
is often difficult to perform in large 
cohort studies, due to geographic 
dispersion and lower-than-
optimal participation rates in more 
burdensome subsampling studies.

Time integration. The most 
common conceptual timeframes for 
exposure data in the epidemiology 
of chronic disease in cohort 
studies are long-term average 
measurements, as the induction 
time of most chronic diseases (e.g. 
cardiovascular disease, diabetes or 
cancer) is thought to be in the order 
of years or decades. Therefore, 
biomarkers would optimally 
represent cumulative exposure 
over relatively long periods of time, 
such as months or years. Some 
biomarkers may be able to integrate 
exposure time, which might also 
depend on sampling, processing, 
and storage protocols. For example, 
concentrations of many nutrients 
are less susceptible to short-term 
fluctuations in erythrocytes than in 
plasma or serum. Concentrations 
in adipose tissue, which is often 
more difficult to acquire, reflect even 
more long-term exposure history. 
It is therefore important to balance 
feasibility of sample collection with 
implications for time-integration of 
the biomarkers of interest.

Multiple biomarker levels. 
Obtaining multiple samples over time 
can increase the time-integration 
of exposures and biomarker 
measurements. Multiple biomarker 
measurements can be used in 
several ways, including averaging 
measurements or comparing 
subjects with consistently high 

versus consistently low levels. If 
within-person variation in biomarker 
measurements is assumed to 
be random, methods exist to 
estimate the number of replicate 
measurements required to estimate 
the ‘true’ mean value of a biomarker 
within a specified range of error. 
On the other hand, if variation 
is not random, due to changes 
in behaviour or secular trends, 
multiple measurements can be used 
to estimate exposure error. From 
a practical point of view, collecting 
multiple biological specimens from 
large numbers of subjects in cohort 
studies increases the cost of sample 
collection and storage, as well as 
the burden on study subjects, and 
thus might not always be feasible or 
recommendable.

Inference from biomarker/
disease associations. The 
association between a biomarker 
and disease may also be influenced 
by the point in time in which the 
biomarker was assayed with respect 
to where it influences disease on 
the causal pathway. In the case 
of cancer, early events on the 
causal pathway (‘initiators’) may 
need to be distinguished from later 
events (‘promoters’). Therefore, 
it is important that any biomarker 
related to exposures that are either 
initiators or promoters be measured 
during a time period when the 
exposure is most likely to exert its 
influence on disease. For example, 
initiating exposures should most 
likely be measured many years, 
possibly decades, before cancer 
diagnosis. In contrast, exposures 
considered to be promoters should 
be measured more closely to the 
time of diagnosis. If a biomarker 
of exposure is not measured at 
the etiologically relevant time, the 
association between the exposure 
and disease could be attenuated 
or not observed at all. The problem 
is that the true latency between 

exposure and disease diagnosis 
is often not known. The within-
person variability in the biomarker 
of exposure is also important to 
consider in respect to the optimum 
time point for measuring it with 
respect to disease risk. If the within-
person variability is low, then careful 
timing of exposure measurement 
is not necessary. However, if there 
is large within-person variability in 
the biomarker, then measurements 
should be made as close to the time 
of predicted maximum effect as 
possible.

Considerations 
in biospecimen collection, 
processing and storage

The collection and storage of large 
numbers of samples needed for 
cohort studies using biological 
specimens is very complex (see 
Chapter 3 for considerations in 
sample collection, processing, and 
storage). Given that samples are 
often used years after collection, 
optimal biospecimen collection, 
processing and storage protocols 
that will allow the performance 
of a wide range of assays in 
the future are critical (68,69). 
Therefore, validation studies aimed 
at optimizing sample handling and 
storage protocols, according to the 
impact of these procedures on the 
stability of samples and biomarker 
measurements, are strongly 
recommended (69–72). Validation 
studies can assess considerations 
such as the influence of time of 
collection to arrival at the processing 
laboratory (e.g. blood collection 
tubes with different preservatives, 
anti-coagulants or clot accelerators, 
temperature during shipping, 
impact of time between collection to 
processing), processing protocols 
(e.g. isolation of serum for proteomic 
analyses (73)), and long-term 
storage (e.g. freezing temperature, 
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impact of thaw/freeze cycles) on 
biomarker measurements.

Of paramount consideration is 
limiting the loss of information due 
to exhaustion of archived samples. 
The problem of sample exhaustion is 
most evident in prospective cohorts 
examining incident disease, as the 
amount of sample collected before 
diagnosis is by definition finite. 
Moreover, due to the advantages 
of the prospective cohort design, 
interest in the utilization of biological 
specimens could be great among 
the scientific community. Therefore, 
it is important for investigators 
to try to minimize the volume of 
sample used for measuring any 
one biomarker, either by reducing 
the volume of sample used or by 
maximizing the number of assays 
that can be made at any one time 
(multiplexing). Also beneficial is 
the formation of an advisory board 
to aid investigators in evaluating 
both internal use and external 
requests for access to precious 
prospective samples. While these 
considerations are obvious for those 
participants who are diagnosed with 
disease, biological samples from 
healthy or control subjects should 
also be carefully preserved, as 
these subjects may become cases 
in the future.

Despite advances in technology, 
such as whole-genome amplification 
to increase the amount of available 
DNA for assays, many biomarkers 
still require large amounts of 
biological samples. This limits the 
number of measurements that 
can be carried out on the limited 
resource of biological samples from 
cohort studies. Collecting additional 
specimens is often difficult in cohort 
studies, as members move, are lost 
to follow-up, or do not wish to go 
through the further inconvenience of 
providing an additional sample.

Statistical power

The major weakness of cohort 
studies is that even for common 
diseases the number of cases 
is limited by the cohort size and 
follow-up time. Even a very large 
cohort may not acquire enough 
cases of rare diseases to achieve 
adequate statistical power after long 
follow-up periods. Considering that 
cohorts using biological samples 
tend to be small or subsets of larger 
questionnaire-based cohorts, this is 
a particular problem for studies using 
biomarkers. Recently, a movement 
to form consortia of cohorts, such 
as the Cohort Consortium to study 
causes of cancer (http://epi.grants.
cancer.gov/Consortia/cohort.html), 
has begun to address the problem 
of statistical power by coordinating 
biomarker measurements and 
analyses. Many consortia have 
been formed to support genome-
wide association studies of many 
diseases (updated information on 
new publications from these efforts 
can be found at http://www.genome.
gov/gwastudies/).

Sampling designs

When a cohort is chosen at random 
from the general population, the 
exposures in the cohort will be 
representative of the exposures 
in the general population. If the 
hypotheses to be tested rely on 
participants having either rare or 
extreme exposures in the general 
population, then oversampling these 
people or restricting the cohort 
to certain exposed groups would 
increase efficiency by increasing 
the prevalence of these exposures 
in the cohort.

For many large cohort studies, 
it is not feasible to assay all 
participants for a given biomarker. 
Therefore, with a few exceptions 
(such as assays that can only be 

performed on fresh samples), some 
selection of cases and controls 
will be necessary. This can be 
attained by using sampling designs 
in which only samples from cases 
and a random subset of non-cases 
are analysed, thus considerably 
reducing laboratory requirements 
and cost (60).

Nested case–control

The nested case–control study 
is an efficient sampling scheme 
that includes all cases identified in 
the cohort up to a particular point 
in time, and a random sample of 
subjects free of disease at the time 
of the case diagnosis. Increasing 
the case-to-control ratio to two or 
three controls per case can easily 
increase the efficiency of nested 
case–control studies. Optimally, 
controls should be selected for each 
case from the pool of participants 
that have not developed the disease 
at the time the case was diagnosed 
(risk set sampling). Alternatively, 
controls may be selected from all 
of the participants at baseline who 
were not diagnosed with disease 
throughout follow-up. Simulation 
studies have shown that as long as 
the proportion of the baseline cohort 
that acquires disease is low (e.g. 
less than 5%), the bias introduced 
by violating risk set sampling is 
minimal.

Case–cohort

A case–cohort design includes 
a random sample of the cohort 
population at the onset of the study 
and all cases identified in the cohort, 
up to a particular point in time (74). 
This design allows for the evaluation 
of several disease endpoints 
using the same comparison group 
(referred to as a subcohort). It may 
reduce the amount of laboratory 
work by assaying a subcohort of 
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subjects at baseline, and then 
adding case information as cases 
accrue. While there are statistical 
considerations that must be taken 
into account when analysing 
case–cohort studies, these are 
now included in most statistical 
packages. Of greater concern in 
case–cohort studies are problems 
more unique to biomarker studies. 
For example, if the biomarker being 
assayed degrades over time or if 
there is substantial laboratory drift in 
measurement, then cases assayed 
at varying time periods after baseline 
(when controls were assayed) can 
lead to bias. Additionally, laboratory 
personal are less easily blinded to 
case or control status, which can 
also lead to bias. These factors limit 
the utility of the case–cohort design 
in biomarker studies. Another 
limitation of this design is that since 
the same disease-free subjects 
are repeatedly used as controls 
for different disease endpoints, 
depletion of samples from this group 
can become an issue.

Sample comparability

The methods by which biological 
samples are collected, handled, 
and stored can influence the 
measurement of many biomarkers 
of exposure (see Chapter 3). 
Therefore, to have valid biomarker 
studies, case and control samples 
must be handled in the same way. 
For prospective studies, it is also 
important to consider the length 
and type of storage, as some 
biomarkers may degrade over time 
even under ideal conditions. Thus, 
it is important to match cases and 
controls on the method of sample 
collection, duration of storage, 
as well as other factors that may 
be related to the biomarker of 
interest, such as fasting status or 
season of collection. Additionally, 
batch-to-batch variation in assay 

measurement should also be 
considered. This can and should 
be minimized by assaying matched 
cases and controls at the same 
time, regardless of the study design.

Screening cohorts

Prospective cohort studies are 
sometimes designed within 
screening cohorts. In this design, 
screening failures lead to missing 
prevalent cases among cohort 
participants that are misclassified 
as controls (75). Although repeated 
screening reduces misclassification 
of subjects, cases discovered in 
follow-up cannot be distinguished 
from prevalent cases missed by 
the initial screening or incident 
disease. However, the degree of 
misclassification of prevalent and 
incident cases can be assessed 
by analyses of time to diagnosis 
or pathological characteristics. 
Intensive screening may also 
uncover a reservoir of latent disease 
that would not otherwise become 
clinically relevant, and that might 
differ from disease detected through 
clinical symptoms (76,77).

Resources and infrastructure

The vastly greater size of cohorts 
compared to other designs, such 
as case–control studies, and the 
time period required for the cohort 
to mature, mean that a substantially 
greater initial investment is required 
to establish the cohort. For cohort 
studies that incorporate biological 
materials, the infrastructure to 
support biospecimens’ databases, 
freezers, and processing require 
a correspondingly greater effort 
and cost. While all studies with 
biospecimens must consider the 
risk of untoward events (e.g. freezer 
failure), the anticipated long useful life 
of the samples from cohorts requires 
special emphasis on quality control 

and security issues (e.g. backup 
generators, monitoring, distributing 
samples among different freezers). 
In the next few years, however, the 
cost-per-case for studies fielded 
from a cohort will offer economies in 
comparison to fielding a new case–
control study (57).

Summary and future directions

Prospective cohort studies provide 
invaluable resources to study 
biomarkers of risk, particularly those 
that can be affected by disease 
processes. Multiple prospective 
cohort studies are currently being 
followed-up for disease incidence 
with basic risk factor information 
from questionnaires and stored 
blood components, including white 
blood cells that can be used as a 
source of DNA. At the completion of 
ongoing collections, current studies 
will have stored DNA samples 
on over two million individuals 
(16). These studies will provide 
very large numbers of cases of 
the more common cancer sites 
(breast, lung, prostate, and colon) 
to evaluate genetic markers of 
susceptibility; biomarkers in serum 
or plasma, such as hormone levels; 
chemical carcinogen levels; and 
proteomic patterns. Most cohort 
studies do not have cryopreserved 
blood samples, as the procedure 
is very expensive and logistically 
challenging in large studies. Also, 
cohort studies often have a limited 
capability to collect detailed disease 
information or biological specimens 
to facilitate disease classification, 
as well as to follow-up cases for 
disease progression and survival 
studies. New cohort studies based 
on large institutions, such as 
health maintenance organizations 
(HMOs), could enable access to 
clinical records with more detailed 
disease information, archived 
biological specimens, and easier 
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follow-up of cases for treatment 
response and survival. Caucasian 
populations in wealthier countries 
are overrepresented in studies 
of most diseases, and the recent 
establishment of consortia in other 
populations, such as the Asia 
Cohort Consortium (http://www.
asiacohort.org/), will be critical to 
study disease across geographically 
and ethnically diverse populations 
that might have different exposures 
to environmental risk factors and 
frequencies of susceptibility alleles.

Case–control studies

Case-control studies are 
conceptualized as a retrospective 
sampling of cases and controls from 
an underlying prospective cohort, 
referred to as the source population 
(29,31). The case–control design 
has been a mainstay of molecular 
epidemiology studies due to its well 
known traditional strengths including 
depth and focus of questionnaire 
information, biologically intensive 
specimen collection, potential to 
enrol large numbers of cases rapidly, 
and ability to target rare diseases 
that occur in small numbers in 
prospective cohort studies.

Types of case–control designs

Case–control studies can be 
hospital- or population-based 
depending on how the cases and 
controls are identified (Table 14.1). 
A major concern of case–control 
studies is proper case and control 
selection. Proper controls are 
representative of the study base 
from which the cases arise (29). 
Identifying either a random sample 
from the general population or 
the source population for cases 
presenting at a particular hospital(s) 
may be difficult. Population-based 
studies attempt to identify all 
cases occurring in a pre-defined 

population during a specified period 
of time, and controls are a random 
sample of the source population 
where the cases came from. On the 
other hand, cases and controls in 
hospital-based studies are identified 
among subjects admitted to or seen 
in clinics associated with specific 
hospitals. As in the population-
based design, the distribution of 
exposures in the control group 
should represent that from the 
source population of the cases. 
However, the source population 
is often more difficult to define in 
hospital-based studies.

Molecular epidemiology studies 
often use the hospital-based case–
control design, as the hospital 
setting facilitates the enrolment of 
subjects, thus enhancing response 
rates, as well as the collection and 
processing of biological specimens. 
Enrolment of subjects is also made 
easier by having in-person contact 
with study participants by doctors, 
nurses or interviewers, which 
usually results in higher participation 
rates (78). Because study subjects 
are generally less geographically 
distributed than those in population-
based or cohort studies, rapid 
shipment of specimens to central 
laboratories for more elaborate 
processing protocols, such as 
cyropreservation of lymphocytes, 
is made possible. Rapid 
ascertainment of cases through 
the hospitals also facilitates the 
collection of specimens from cases 
before treatment, thus avoiding the 
potential influence of treatment on 
some biomarker measurements.

Potential for selection bias is one 
of the most important limitations of 
case–control designs. The impact 
of selection bias in hospital-based 
studies is not only related to the 
reasons for non-participation, but 
also to diseases in the control 
population. An example of this is 
selection of controls admitted to 

the hospital for other diseases that 
might themselves introduce bias 
if they are related to the genetic or 
environmental exposures under 
study, particularly when evaluating 
gene–environment interactions or 
joint effects (79). Further potential 
for selection bias occurs if cases or 
controls are less likely to participate 
because of problems in the 
collection of biospecimens. Since 
the source population for cohorts 
is explicit, selection bias is less of a 
problem as long as follow-up rates 
are high (61). Low participation 
rates in case–control studies, and 
particularly refusals related to 
providing biological specimens, 
can bias results, especially when 
cases are less likely to participate 
than controls and selection is 
related to the biomarker of interest. 
Low participation rates additionally 
threaten the population-based 
nature of the study, undermining 
its use for estimating absolute and 
attributable risk (29). Use of non-
intensive biospecimen collection 
protocols can increase participation 
rates—for instance, the collection 
of buccal cells as a source of 
DNA instead of the more invasive 
phlebotomy (80).

Single disease

Case–control studies are generally 
limited to one disease outcome 
(or a few related diseases), but 
are unconstrained by the rarity of 
the disease, while cohort studies 
(including full cohort, nested case–
control, or case–cohort studies) may 
identify multiple disease endpoints. 
The focus of a case–control study 
on one disease entity permits 
more detailed documentation of 
disease information and detailed 
diagnostic procedures not routinely 
collected in clinical practice, such 
as specialized imaging and access 
to pathologic tissue and other 



  Unit 4 • Chapter 14. Population-based study designs in molecular epidemiology 251

U
n

it
 4

C
h

a
p

te
r

  1
4

Table 14.1. Advantages and limitations of prospective cohort and case-control designs in molecular epidemiology relevant to the 
collection of biological specimens and data interpretation

biological specimens for application 
of novel biomarkers of disease. 
Obtaining disease-related data in 
cohorts entails mounting an effort 
that is generally less efficient and 
more costly. The advantage of 
cohorts’ ability to examine multiple 
outcomes may be somewhat limited 
by resources and logistics, limited 
exposure information, the diverse 
approaches to documenting disease 
incidence or mortality, and the rarity 
of some outcomes.

Costs for a series of case–
control studies of different diseases 
can sometimes be reduced by 
sharing a single control group. When 
different diseases require different 
exposures, the partial questionnaire 
design may offer reduction in the 
burden to respondents, thereby 
potentially increasing participation 
(81). Even if these options are 
not feasible, using the same 
infrastructure for control selection for 
repeated studies can reduce costs.

Exposure assessment 
and misclassification

Exposure assessment through 
questionnaires in case–control 
studies of a single disease or 
multiple diseases sharing risk 
factors (e.g. breast, ovarian, 
and endometrial cancer) can be 
more detailed and focused than 
prospective cohort studies that often 
study multiple unrelated diseases. 
However, studies that rely on 
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retrospective exposure assessment 
may be affected by disease or 
its treatment. Also, questionnaire 
responses subject to rumination by 
respondents are susceptible to bias 
from differential misclassification. 
Biomarkers (except germ-line 
genetic variation) and responses 
to questionnaires may change 
as a consequence of the early 
disease process or diagnosis itself. 
Differential errors or recall bias 
from questionnaire information 
collected in case–control studies 
are possible, and their extent should 
be evaluated in the context of 
specific exposures and populations 
under study. Similarly, levels of 
certain biomarkers measured after 
diagnosis can be influenced by the 
disease process or treatment,  and 
must be considered and evaluated 
to the extent possible for each 
biomarker of interest. Differences 
in biomarker levels among cases 
diagnosed at different stages of the 
disease can help evaluate whether 
differences in biomarker levels 
between cases and controls reflect 
an influence of the disease on the 
biomarker rather than the contrary.

The applicability of exposure 
biomarkers in case–control studies 
depends on certain intrinsic features 
related to the marker itself (e.g. half-
life, variability, specificity) and the 
exposure time window that a marker 
of exposure reflects in relation to 
the biologically relevant time of 
exposure and timing of sample 
collection. Methods to evaluate 
these key biomarker features before 
their use in case–control and 
other epidemiological studies are 
described in the previous section and 
in Chapter 8. The time of collection 
may be critical if the exposure is 
of brief duration, is highly variable 
in time, or has a distinct exposure 
pattern (e.g. diurnal variation for 
certain endogenous markers, such 
as hormones). However, chronic, 

near-constant exposures pose fewer 
problems. Ideally, the biomarker 
should persist over time and not 
be affected by disease status in 
case–control studies. However, 
most biomarkers of internal dose 
generally provide information about 
recent exposures (hours to days), 
with the exception of markers such 
as persistent pesticides, dioxins, 
polychlorinated biphenyls, certain 
metals, and serological markers 
related to infectious agents, which 
can reflect exposures received 
many years before. If the pattern 
of exposure being measured is 
relatively continuous, short-term 
markers may be applicable in case–
control studies of patients with early 
disease, so that disease bias would 
be less likely. However, short-term 
markers have generally limited use 
in case–control studies, as they are 
less likely to reflect usual patterns, 
and the disease or its treatment 
might influence its absorption, 
metabolism, storage, and excretion.

Biomarkers of susceptibility 
in case–control studies

The approaches to studying genetic 
susceptibility factors for disease 
have evolved very quickly over the 
last several years, owing to advances 
in genotyping technologies, 
substantial reductions in genotyping 
costs, and improvements in the 
annotation of common genetic 
variation, namely, the most common 
type of variant, the single nucleotide 
polymorphism (SNP). The principles 
and quality control approaches 
for the use of genetic makers 
in epidemiological studies are 
described in Chapter 6. Because 
inherited genetic markers measured 
at the DNA level are stable over 
time, the timing of measurement 
before disease diagnosis is 
irrelevant. In addition, it is highly 
likely that most genetic markers are 

not related to factors influencing 
the likelihood of participation in a 
study, and therefore selection bias 
in case–control studies is less of a 
concern for studying the main effect 
of genetic risk factors. Indeed, the 
robustness of genetic associations 
with disease for different study 
designs has been demonstrated in 
findings from consortia of studies 
that have shown remarkably 
consistent estimates of relative risk 
across studies of different design 
(82,83). Because genetic markers 
might influence disease progression, 
incomplete ascertainment of cases in 
case–control studies can introduce 
survival bias, particularly for cancers 
associated with high morbidity and 
mortality rates, such as pancreatic 
and ovarian cancers. This is a 
particular concern for population-
based studies, unless a very rapid 
ascertainment system is implemented 
that enrols cases as close as possible 
to the time of diagnosis.

Susceptibility biomarkers can 
also be measured at the functional/
phenotypic level (e.g. metabolic 
phenotypes, DNA repair capacity) 
(16). While genotypic measures 
are considerably easier to study 
than phenotypic measures, since 
they are stable over time and 
much less prone to analytical 
measurement error, phenotypic 
measures are likely to be closer 
to the disease process and can 
integrate the influences of multiple 
genetic and post-transcriptional 
influences on protein expression 
and function (84). Therefore, in spite 
of the advantages in measuring 
genotypic changes, when 
complex combinations of genetic 
variants and/or important post-
transcriptional events determine a 
substantial portion of interindividual 
variation in a particular biologic 
process, phenotypic assays may be 
the only means to capture important 
variation in the population.
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For example, several studies 
have assessed the role of DNA repair 
capacity (DRC) regarding cancer 
risk by using in vitro phenotypic 
assays mostly on circulating 
lymphocytes (e.g. mutagen 
sensitivity, host cell reactivation 
assay). These studies have shown 
differences in DRC between cases 
and controls; however, interpretation 
of these results must account for 
study design limitations, such as 
use of lymphocytes to infer DRC in 
target tissues, the possible impact 
of disease status on assay results, 
and confounding by unmeasured 
risk factors that influence the 
assay (85–87). The application of 
functional assays in multiple, large-
scale epidemiological studies will 
require development of less costly 
and labour-intensive assays. In the 
future, assays that assess non-
clonal mutations in DNA, through 
the analysis of DNA isolated 
from circulating white blood cells, 
may capture some of the same 
information as the above functional 
assays and have wider application 
because of greater logistic ease.

Considerations 
in biospecimen collection, 
processing and storage

A case–control study in a relatively 
small geographic region, or a defined 
set of hospitals, can permit efficient 
collection of medical records or 
specimens (e.g. blood, urine, 
surgical tissue and other pathologic 
material) along with supporting 
documentation. Hospital-based 
case–control studies or population-
based studies served by a small 
number of hospitals can have direct 
contact with patients in a hospital 
setting, thus offering advantages for 
the collection of different types of 
specimens or elaborate processing 
protocols (e.g. cryopreserving 
lymphocytes and Epstein-Barr 

Virus transformation to ensure 
large quantities of DNA), since 
resources for collection, processing 
and storage are often available in 
diagnostic hospitals. This offers the 
potential for conducting functional 
assays that require live cells, such 
as mutagen sensitivity (85), which 
in general are not methodologically 
feasible in cohort studies. Pre-
treatment specimens, critical for 
evaluation of biologic markers that 
could be affected by treatment, such 
as chemotherapy, can be obtained 
through rapid identification systems 
that recruit cases right at the time of 
diagnosis.

Biomarker measurements can 
be very sensitive to differences in 
handling of samples (e.g. fasting 
status at blood collection or time 
between collection and processing 
of specimens). Therefore, it is 
important that samples from cases 
and controls be collected during the 
same timeframe and use identical 
protocols to avoid differential biases. 
Ideally, the nursing and laboratory 
staff should be blinded with respect 
to the case–control status of the 
subjects. However, because the 
differences in handling samples 
between cases and controls are not 
always avoidable, it is important to 
record key information such as date 
and time of collection, processing 
and storage problems, time since 
last meal, current medication, and 
current tobacco and alcohol use to 
be able to account for the influence 
of these variables at the data 
analysis stage. This information 
can also be used to match cases 
and controls selected for specific 
biomarker measurements in a 
subset of the study population. This 
will ensure efficient adjustment for 
these extraneous factors during 
data analysis.

Biomarkers measured in 
samples collected from subjects 
during a hospital stay might not 

reflect measurements from samples 
collected outside the hospital, as 
habits and exposures change during 
hospitalization (e.g. dietary habits, 
medication used and physical 
activity). Therefore, even if cases 
and controls are selected through a 
hospital-based design, collection of 
specimens after the patients return 
home and are no longer taking 
medications for the conditions that 
brought them to the hospital should 
be considered, if feasible. On the 
other hand, specimens to measure 
biomarkers that are influenced 
by long-term effects of treatment 
should be collected before treatment 
is started at the hospital, within 
logistic limitations.

Case–control studies 
might also allow more detailed 
characterization of disease through 
the use of biomarkers, such as 
the presence of eosinophils in 
sputum to identify eosinophilic and 
non-eosinophilic asthma, typing 
of viruses in infectious diseases, 
or molecular characterization of 
tumours in cancer. This more 
detailed classification of disease 
permits the analysis of genetic 
and environmental risk factors and 
clinical outcomes by biologically 
important disease subtypes. These 
analyses can lead to improvements 
in risk assessment by identifying 
diseases with distinct risk profiles. 
In addition, identifying subclasses 
of disease of different etiology can 
aid in understanding the pathogenic 
pathways to disease, as well as 
developing targeted prevention 
programmes (e.g. use of hormonal 
chemoprevention for women at 
high risk of estrogen-receptor 
positive breast tumours). Review 
of medical records can be used 
to obtain information on disease 
characteristics determined for 
clinical practice, such as histological 
tumour type and tumour grade in 
cancer patients. However, more 
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detailed characterization of disease 
might require large collections of 
biological specimens to determine 
disease biomarkers, which is 
facilitated in hospital-based studies.

Follow-up of cases to determine 
clinical outcomes

The prospective collection of clinical 
information from cases enrolled 
in case–control studies (e.g. 
treatment, recurrence of disease, 
and survival) greatly increases 
the value of these studies, since 
critical questions on the relationship 
between biomarkers and disease 
progression can be addressed in 
well characterized populations (see 
Chapter 4). Designing a survival 
study within a case–control study is 
easier to do at the beginning of the 
case–control study rather than later 
after subject enrolment is completed. 
Given the value that such studies 
have for carrying out translational 
research in a very efficient manner, 
consideration should be given to 
implementing this type of study 
whenever possible. The collection 
of clinical information is facilitated in 
hospital-based studies when cases 
are diagnosed in a relatively small 
number of hospitals, and in stable 
populations where patients are likely 
to be followed-up in the diagnostic 
hospitals or associated clinics.

Information on clinical outcomes 
can be obtained through active 
follow-up of the cases, in which 
patients are contacted individually 
through the course of their 
treatment and medical follow-up, 
or through passive follow-up by 
extracting information from medical 
records. Passive follow-up is less 
costly; however, it is often limited 
by difficulties in obtaining detailed 
information on treatment from 
medical records, or by loss to follow-
up in populations where patients 
change cities or hospitals. Use of 

database resources, such as death 
registries in populations where 
cases are diagnosed, can be helpful 
in determining survival from cases 
lost to follow-up.

The case–control method in 
relation to other epidemiological 
designs

Existing cohort studies and their 
consortial groups that have or are 
collecting blood samples will accrue 
large numbers of cases with common 
diseases over the coming years. 
Appropriately, questions are being 
raised about the utility of carrying 
out new case–control studies, either 
population- or hospital-based, to 
study the main effects of common 
polymorphisms and their interaction 
with environmental exposures. 
Designers of a new case–control 
study will need to show that it offers 
benefits that cannot be obtained 
from existing cohorts. Below are 
some considerations when planning 
to carry out a new case–control 
study in contrast with performing 
nested studies within existing 
cohorts:

1) Disease incidence. A key 
advantage of case–control studies 
is the ability to enrol large numbers 
of cases with less common diseases 
in a relatively short period of time. 
Given the need for large sample 
sizes (up to several thousand 
cases and controls) to investigate 
weak to moderate associations, 
such as main effect for common 
susceptibility loci, as well as gene–
environment interaction (88), and 
to explore data subsets, it is only 
feasible to collect enough cases of 
the more common diseases in most 
cohort studies. However, pooling 
efforts across cohorts or case–
control studies, such as consortia 
of studies of specific tumour sites 
(h t tp: / /ep i .g rants .c ancer.gov/
Consortia/tablelist.html), are critical 

to attain very large sample sizes.
2) Inclusion of diverse population 

groups. Case–control studies can 
focus on enrolling a narrow range of 
ethnic, racial, age or socioeconomic 
levels that are particularly interesting 
or important but not adequately 
represented in existing cohort 
studies.

3) Specialized specimen 
collection and processing protocols. 
Case–control studies can use 
labour- and technology-intensive 
biological collection, processing and 
storage protocols that would not be 
logistically feasible or cost-efficient 
in a large prospective cohort study.

4) Depth of exposure data. Case–
control studies can collect more 
detailed and broader information 
about exposure from both interviews 
and records than is feasible in a 
cohort study. This is particularly 
important when there is concern 
about a specific type of exposure 
that is not generally assessed at all 
or in adequate detail in the typical 
cohort questionnaire (which usually 
focuses on diet and general lifestyle 
factors). Examples could include 
occupational and environmental 
exposures requiring complete 
occupational and residential 
histories, respectively. Cohorts have 
an inherent limitation in that their 
aim is to study multiple endpoints, 
and thus they collect less extensive 
data on exposures relevant to any 
one particular disease, although the 
opportunity to return to participants 
at later time points may partially 
ameliorate this point. Case–control 
studies can more readily focus 
on new exposures of concern 
for particular diseases, tailoring 
methods to optimally capture target 
data. In contrast, cohort studies will 
have instruments in place that will 
inevitably lack precision or entirely 
miss new exposures.
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Summary and future directions

Case–control studies play a critical 
role in molecular epidemiologic 
research, particularly for biomarkers 
that are unlikely to have disease 
bias, such as DNA-based markers 
of genetic susceptibility. They can 
rapidly enrol large numbers of 
cases, even with rare conditions, 
in multicentre studies and by 
combining across studies in 
consortia. In addition, case–
control studies can apply detailed 
diagnostic procedures, including 
specialized imaging approaches 
not routinely used in the usual 
healthcare setting, and state-of-
the-art molecular analyses when 
tissue samples are collected. Given 
that a substantial number of rapidly 
developing new “omic” technologies 
can be readily applied to the case–
control setting, this design should 
continue to be a core component 
of research programmes on the 
etiology of chronic diseases.

Case-only and other study 
designs

Case-only studies

Studies including subjects with the 
disease of interest without a control 
population (for instance, case series 
or clinical trials), are often used to 
evaluate questions related to disease 
treatment and progression, including 
secondary effects of treatment. 
These designs are also well suited 
to evaluate the influence of genetic 
and environmental risk factors on 
disease for disease progression and 
response to treatment, and can be 
very valuable to evaluate etiological 
questions, such as gene–gene and 
gene–environment interactions 
(89,90), and etiologic heterogeneity 
for different disease subtypes. 
An advantage of these designs 
is their ability to obtain extensive 

information on the disease to allow a 
more accurate definition of disease 
and refined classification of complex 
diseases, such as cancer, diabetes 
or hypertension, into entities 
more biologically or etiologically 
homogeneous among groups. By 
having direct access to patients, 
biological specimens, and clinical 
records, case series studies may be 
able to define diseases or preclinical 
conditions based on molecular 
events driving biological processes 
rather than clinical symptoms. 
For instance, cancers can be 
classified according to pathological 
and molecular characteristics of 
tumours, infectious diseases such as 
hepatitis can be classified according 
to the causal virus, and asthma can 
be more precisely defined according 
to pathophysiologic mechanisms 
(91).

The case-only design, however, 
has limitations when evaluating 
etiological questions, most notably 
related to the inability to directly 
estimate risk for disease. Although 
the case-only design can be used to 
estimate multiplicative interactions 
between risk factors under certain 
assumptions, it is susceptible to 
misinterpretation of the interaction 
parameter (92), is highly dependent 
on the assumption of independence 
between the exposure and the 
genotype under study (93), and it 
cannot be used to estimate additive 
interactions. The degree of etiologic 
heterogeneity in case-series studies 
can be quantified by the ratio of 
the relative risk for the effect of 
exposure on one disease subtype to 
the relative risk for another subtype. 
This parameter is equivalent to 
the relative risk for the association 
between exposure and disease 
subtype (94). However, case-only 
studies are limited to the estimation 
of the ratio of relative risk, and 
cannot be used to obtain estimates 
of the relative risk for different 

disease types. It should be noted 
that the relative risk from a case-
only design would underestimate 
the relative risk derived in a case–
control design when the exposure of 
interest is associated with more than 
one disease type.

Another potential limitation 
of the case-series design is the 
generalizability of findings, since 
this design can include highly 
selected cohorts of patients 
to address specific treatment 
protocols, such as in clinical trials. 
In etiological studies, it is always 
reassuring to observe associations 
between established factors and 
disease risk in a particular study 
population; however this cannot 
be observed in case series. 
Identification of cases through 
well characterized population-
based registries, or evaluation of 
established associations between 
disease characteristics and clinical 
outcomes or risk factors, could 
address some of these limitations.

Other designs

Alternative study designs have 
been proposed to address some 
of the limitations of the classical 
epidemiological designs. For 
instance, the two-phase sampling 
design can be used to improve 
efficiency and reduce the cost of 
measuring biomarkers in large 
epidemiological studies (95). The 
first phase of this design could be 
a case–control or cohort study 
with basic exposure information 
and no biomarker measurements. 
In a second phase, more elaborate 
exposure information and/or 
determination of biomarkers (with 
collection of biological specimens 
if these were not collected in the 
first phase) is carried out in an 
informative sample of individuals 
defined by disease and exposure 
(e.g. subjects with extreme or 
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uncommon exposures). Multiple 
statistical methods, such as simple 
conditional likelihood (96) or 
estimated-score (97), have been 
developed to analyse data from 
two-sampling designs. Another 
example is the use of the kin-
cohort design as a more efficient 
alternative to case–control or cohort 
studies, when the goal is to estimate 
age-specific penetrance for rare 
inherited mutations in the general 
population (98,99). In this design, 
relatives of selected individuals with 
genetic testing form a retrospective 
cohort that is followed from birth to 
onset of disease or censoring.

Concluding remarks

The field of molecular epidemiology 
has undergone a transformational 
change with the incorporation of 
powerful genomic technology. 

Further, important advances are 
being made in the development 
of new approaches in exposure 
assessment (http://www.gei.nih.
gov/exposurebiology). At the same 
time, large and high-quality case–
control studies of many diseases 
have been established with detailed 
exposure data and stored biological 
specimens, previously established 
cohorts are being followed-up, and 
new cohort studies with biological 
samples are being established in 
developing as well as developed 
countries. The confluence of 
extraordinary technology and the 
availability of large epidemiologic 
studies should ultimately lead to 
new insights into the etiology of 
many important diseases and help 
to facilitate effective prevention, 
screening and treatment. However, 
this will only be achieved if 
molecular epidemiologists adhere 

to the fundamental epidemiologic 
principles of careful study 
design, vigilant quality control, 
thoughtful data analysis, cautious 
interpretation of results, and well 
powered replication of important 
findings.
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