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2.1 Introduction

A key concern in studies of causal 
effects	 is	 identifying	 factors	 that	
prevent an observed association 
between an exposure and a disease 
from being equal to the true under-
lying	 causal	 effect	 of	 that	 exposure	
on the disease in the target popula-
tion of interest. Although all analyses 
are subject to some systematic 
and random error, causal graphs, 
including causal directed acyclic 
graphs, can be used to attempt to 
understand which sources of bias may 
exist in studies and when sources of 
bias	may	prevent	the	identification	of	
causation, such as the carcinogenic 
effect	of	an	exposure.

Systematic error, or bias, occurs 
whenever the estimates generated in 
the	study	differ	 from	 the	 true	causal	
effect	for	reasons	other	than	random	

error. A key feature of systematic 
error is that, unlike random error, as 
the sample size in which the puta-
tive	causal	effect	of	 interest	 is	being	
studied increases, the systematic 
error is not expected to decrease. 
Epidemiologists generally focus on 
three main sources of systematic 
error: confounding, information bias, 
and	selection	bias,	all	defined	 in	 the	
Preface. These sources of bias are 
demonstrated in this chapter using 
causal diagrams and are discussed 
more extensively in the subsequent 
three chapters.

2.2 Causal DAGs to evaluate 
sources of bias

2.2.1 Introduction

Causal diagrams represent hypoth-
esized relations between variables 
(Pearl and Mackenzie, 2018; Lipsky 

and Greenland, 2022). This section 
describes one type of causal graph, 
the directed acyclic graph (DAG), 
and discusses how to use DAGs to 
reason about bias, as well as ways 
in which they may be useful to IARC 
Monographs reviewers and to those 
evaluating research studies of causal 
effects.	 DAGs	 can	 also	 be	 used	 to	
identify a set of variables that is 
sufficient	 to	 control	 for	 confounding.	
Side Box 2.1 provides a brief history 
of causal diagrams; Side Box 2.2 
gives their relation to the concepts of 
counterfactuals.

Why should those studying cause 
and	effect	learn	about	causal	DAGs?	
And	why	specifically	would	an	 IARC 
Monographs Working Group reviewer 
want	to	learn	to	use	DAGs?	Because	
epidemiological studies are being 
used to inform public health policy  
decision-making,	including	specifically	
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in the context of IARC Monographs 
hazard	identification,	there	is	a	need	
to	communicate	the	findings	of	studies	
among researchers unambiguously, 
across the disciplines with which 
epidemiologists collaborate (e.g. toxi-
cology and exposure science), and 
to stakeholders and decision-makers 
(Swanson, 2015). In practice, causal 
graphs facilitate communication be- 
tween colleagues versed in causal 
graphs. Experience shows that dis- 
	agreements	 within	 scientific	 teams	
over appropriate analyses often come 
down to the team members each 
assuming	different	 causal	 structures	

that underlie the data in their minds. 
When these assumed structures are 
expressed as DAGs, they illuminate 
which questions are most important. 
For example, suppose the disagree-
ment is over whether a particular 
covariate should or should not have 
been adjusted for in a study. When 
the competing DAGs are drawn, it 
may become obvious that the scien-
tific	 consensus	 favours	 one	 graph	
over the other, thus ending the 
disagreement and clarifying which 
consensus evaluation (e.g. sufficient, 
limited, or inadequate, as described 

in Chapter 1) best describes the avail-
able evidence.

In cancer epidemiology, DAGs are 
used to summarize and formalize 
assumptions about the causal rela-
tions that may exist among variables 
relevant to the assessment of the 
carcinogenicity of the exposure under 
study. These DAGs represent our 
understanding of the data-generation 
process, meaning the set of variables, 
both measured and unmeasured, as 
well as the relations between them, 
that lead to the observed data we 
have to investigate for assessment of 

 Side Box 2.1. History of causal diagrams

Graphical methods have a long history in science; they can be traced back to Sewall Wright’s path tracing approach 
(Wright, 1960) and to structural equation modelling, and were developed further by Glymour and Scheines (1986) 
and Pearl (2009). However, their use within epidemiology increased substantially after the publication of a seminal 
article by Greenland et al. (1999). They are related to but separate from counterfactuals (or counterfactual variables). 
A detailed explanation of counterfactuals is outside the scope of this chapter; however, a brief explanation of the 
relation between DAGs and counterfactuals is given in Side Box 2.2. (text continues on page 24)

 Side Box 2.2. Relation between causal diagrams and counterfactuals

Causal	 DAGs	 are	 one	 formal	 language	 for	 causal	 inference,	 in	 which	 causal	 effects	 are	 defined	 in	 terms	
of	 counterfactual	 or	 potential	 outcomes.	 In	 brief,	 to	 understand	 the	effect	 of	 a	binary	exposure	X on a binary 
outcome Y, Y x	can	be	defined	as	the	counterfactual	outcome	that	would	have	occurred	given	exposure	level	x, and 
counterfactual contrasts of interest can be described as being about those counterfactuals (e.g. a causal risk ratio 
in a given population is E[Y X = 1]/E[Y X = 0]). Causal DAGs do not reference counterfactuals explicitly, because they 
encode the way in which data are realized (i.e. the data-generation process) rather than counterfactual worlds. 
The indirect link between causal DAGs and counterfactuals is that the absence of an arrow X	→	Y in a causal DAG 
encodes the sharp causal null that Y X = 1 = Y X = 0 = Y for all individuals in the study (to put it simply, the exposure has 
no	effect	on	the	outcome	for	any	individual	investigated	in	the	study).	Pearl (2009) depicts the potential outcome 
as the outcome Y resulting from a mutilated DAG in which the arrow pointing into X is deleted and X is set to a 
specific	value	x depicting an intervention on X. Such mutilated or augmented DAGs are sometimes called post-
intervention DAGs; they can be used to identify potential outcomes as the consequences of an intervention on an 
exposure X. Note that other types of causal diagram, including twin networks and single-world intervention graphs 
(SWIGs), have more explicit links to counterfactual theory. The focus here is on DAGs because of their ubiquity in 
practice, but it should be acknowledged that there are relative strengths and limitations to other formalizations of 
causal inference and causal graphs. (text continues on page 24)
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a	causal	effect	of	an	exposure	on	an	
outcome (Example 2.1a).

Causal diagrams are made of 
nodes (represented by the variables 
named in the diagram) and arrows. 
Each node represents one variable, 
and a single-headed arrow between 
two nodes represents an assumption 
of	 a	 possible	 causal	 effect	 between	
the corresponding two variables. 
A single-headed arrow is some-
times referred to as a directed edge, 
because the direction of the arrow is 
intended to indicate the direction of 
causation.

Technical details about the impli-
cations of the arrows are given in Side 
Box 2.3, but two details are noted 
here. First, arrows in DAGs can only 
be single-headed (i.e. directed). This 
means that there can be no feed-
back loops; therefore, bidirectional 
relations where two variables both 
seem	 to	 affect	 each	 other	 must	 be	
represented with time-dependent 
variables,	 which	 affect	 each	 other	
over time (examples are given in 
Section 2.2.4 and in Fig. 2.3 in Side 
Box 2.3, as well as in Section 3.2.4(a) 
and Example 7.6). Second, the graph 
must be acyclic, meaning that there 
is no place in the graph where one 
can start and trace a path following 

the direction of the arrows and get 
back to where one started. This is 
necessary because arrows encode 
time, given that for A to cause B, A 
must precede B (temporality). Thus, 
A cannot cause B in the future and 
have	 this,	 in	 turn,	 affect	 itself	 in	 the	
past. (If one thinks that both A and 
B can cause each other, this should 
be depicted in a DAG using several 
instances of A and B, indexed over 
time.) Satisfying the conditions 
of being directed (i.e. having only 
single-headed arrows) and being 
acyclic creates a DAG and allows 
for assessments of bias in published 
research and possible strategies to 
mitigate bias when designing and 
analysing studies (Example 2.1b).

As Example 2.1 illustrates, DAGs 
must be created by people using 
the best knowledge they have of the 
(causal) associations between the 
variables involved that lead to the 
observed data. Thus, DAGs do not 
by themselves indicate whether or not 
a variable is a confounder or a medi-
ator; those creating the DAG must 
decide on what they believe to be 
the causal structure that created the 
data, and then use the rules of DAGs 
(see Section 2.2.4) to assess, under 
the assumptions encoded in the DAG, 

whether confounding or mediation (or 
some other of the structural relations 
described below) is present.

2.2.2 Paths

This section describes paths in DAGs 
and how they can be used to identify 
sources	of	bias.	A	path	is	defined	as	
any sequence of consecutive arrows 
in the causal diagram, regardless 
of the directions of the arrows. In 
Fig. 2.1, examples of paths include red 
meat	consumption	→	CRC,	red	meat	
consumption	→	BMI	→	CRC,	and	red	
meat	consumption	←	family	history	of	
CRC	→	CRC.	Any	 path	 that	 always	
follows the direction of the arrows is 
called a directed path (e.g. red meat 
consumption	 →	 BMI	 →	 CRC),	 and	
any path that does not necessarily 
follow the direction of the arrows is 
called an undirected path (e.g. red 
meat	consumption	←	family	history	of	
CRC	→	CRC).	Whereas	 the	 arrows	
represent causal relations between 
variables, the paths in the DAG can 
be used to identify whether we expect 
to see associations between any two 
variables; some of these associations 
may be causal, some of them may 
represent bias, and some of them will 
be a combination of the two.

 Example 2.1a. Motivation for creating a DAG for red meat consumption

For illustration, suppose that a team is reviewing the literature on whether red meat consumption is a hazard 
for colorectal cancer (CRC) and that there is a debate about whether it is critical for studies to have adjusted for 
family history of CRC and body mass index (BMI) to be considered high-quality evidence as part of the review (for 
simplicity, assume here that these are the only critical factors). Furthermore, suppose that some team members 
think that adjustments for both are necessary, whereas others think that only family history of CRC should be 
adjusted for and that adjusting for BMI may induce bias. A causal diagram, such as the hypothetical DAG of 
Fig. 2.1, could be drawn to help guide the group. (text continues above)
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 Side Box 2.3. Assumptions about arrows: causality and temporality

Assumptions in causal diagrams lie in the arrows that are absent from the diagram, as well as those that are present. 
The presence of an arrow from node C1 to node C3 in a causal diagram encodes an assumption that variable C1 
could be a (direct) cause of variable C3, while the absence of an arrow from node C3 to node C1 stipulates the 
absence	of	a	(direct)	causal	effect	of	variable	C3 on variable C1. Arrows in DAGs encode assumptions about the 
existence	of	possible	causal	effects	but	not	about	the	strength	of	such	effects	or	their	functional	forms.	The	DAG	
in Fig. 2.2 indicates that Y	could	be	influenced	by	C1, C2 (via C4), C4, and X, but not how much these variables may 
influence	Y.	In	particular,	the	DAG	does	not	reflect	whether	the	effect	of	X on Y is assumed to depend on the levels 
of some combination of C1, C2, and C4	(in	such	a	situation,	these	would	be	effect	modifiers).

Fig. 2.2. Illustrative	example	of	a	causal	diagram	for	the	study	of	a	possible	causal	effect	of	exposure	X on cancer 
risk Y.

X Y

C3 C4C1

C2

Fig. S2.2

As noted by Hill (1965), temporality is a critical component of causality; for an agent to be causal, its presence 
must precede the development of the outcome. This implies that there can only be arrows C1	→	C3 and not also  
C3	→	C1 because causes (C1) must precede their consequences (C3). Cycles, or feedback loops, are usually 
prohibited in causal diagrams. If a directed path exists from C1 to C3, this implies that C1 occurs before C3; therefore, 
there cannot be another directed path from C3 to C1 because this would violate the temporality criterion. When no 
cycles are present in a causal diagram, it is said to be acyclic and is usually referred to as a DAG. To recap, the 
presence of an arrow from C1 to C3	in	a	DAG	reflects	an	assumption	that:	(i)	C1	might	have	a	direct	causal	effect	
on C3; (ii) C3	has	no	direct	causal	effect	on	C1	(by	the	definition	of	a	DAG,	if	there	is	an	arrow	from	C1 to C3, there 
cannot be one from C3 to C1); and (iii) more generally, C3	has	no	causal	effect	on	C1	(by	the	definition	of	a	DAG,	
there cannot be any directed path from C3 to C1 if there is one from C1 to C3).

It is not always easy to determine the directionality of an arrow between two variables. Consider the example 
of obesity and physical activity. By increasing total energy expenditure, physical activity can help individuals to 
maintain their energy balance or even lose weight, so it can be inferred that lack of physical activity is probably a 
cause of obesity. However, excess weight also hampers physical activity, so that obesity can also be seen as a 
cause of lack of physical activity. 
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Paths in the DAG represent key 

information for assessing bias in a 

study. If a DAG is a true representa-

tion of the data-generation mecha-

nism, some paths create associations 

(whether causal or non-causal) be- 

tween variables, while others do not. 

Therefore, it is crucial to specify the 

paths that comprise a DAG, especially 

those linking the exposure (here, red 

meat consumption) and the outcome 

(here, CRC), to identify whether any 

observed association (here, between 

red meat consumption and CRC) 

could only result from causation or 

may include bias. Note that, although 

this may seem counterintuitive, it is 

possible to enumerate paths that do 

not follow the direction of the arrows, 

and it will be seen later that there are 

good reasons to do so.

There are three basic path struc-

tures in causal diagrams: chains, 

forks, and colliders. These are each 

discussed next, along with their impli-

cations with respect to associations 

between two variables.

Chains and forks induce an asso-

ciation between the nodes at the 

opposite ends of the path, whereas 

colliders do not. Conditioning on (e.g. 

adjusting for) nodes lying within a path 

can change the observed associa-

tions between variables, depending 

on the structure type. These are each 

described in Table 2.1. Although this 

may seem an abstract discussion, 

these three structures can be used 

to help solve disagreements about 

which variables should be adjusted 

for to obtain a valid estimate of the 

causal	 effect	 of	 an	 exposure	 X on 

an outcome Y, and about which vari-

ables should not be adjusted for or 

controlled (Example 2.2).

 Side Box 2.3. Assumptions about arrows: causality and temporality (continued)

Such scenarios can be represented in DAGs by acknowledging the time-varying nature of exposures in 
the causal diagram (Fig. 2.3) and by drawing arrows (i) between (lack of) physical activity at any given time 
t and obesity at later times, t + 1, t + 2, … and (ii) between obesity at any given time t and (lack of) physical 
activity at later times, t + 1, t + 2, …. The expected association between obesity and (lack of) physical 
activity at any given time t can also be due to shared causes of these two variables; for example, health 
consciousness,	although	difficult	to	define	and	therefore	rarely	measured,	may	affect	both	(amount	of)	physical	
activity and obesity (e.g. through diet). In Fig. 2.3, it is assumed, for simplicity, that both diet and health 
consciousness	are	time-fixed,	although	time-varying	versions	could	also	be	considered	for	these	two	variables.
(text continues on page 26)

Fig. 2.3. Example	of	a	 longitudinal	 causal	diagram,	 to	 illustrate	a	situation	 in	which	 two	variables	affect	each	
another but there is still no feedback loop. 

Obesity (t + 1)

Physical
activity (t + 1)

Physical
activity (t)

Diet

Health 
consciousness

Obesity (t)

Fig. S2.3
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 Example 2.1b. Motivation for creating a DAG for red meat consumption (continued) 

In Fig. 2.1,	 the	 creator	 of	 the	DAG	 is	 representing	 a	 view	 that	 a	 family	 history	 of	CRC	affects	 both	 red	meat	
consumption (e.g. having a family history of CRC might cause a person to consume less red meat) and risk of CRC 
(because genetic causes of CRC can be inherited). A more formal explanation of this is given later, but the DAG 
shows that family history of CRC is what we would typically think of as a confounder and that it would need to be 
adjusted	for	to	validly	estimate	the	causal	effect	of	red	meat	consumption	on	CRC.

In Fig. 2.1,	the	creator	of	the	DAG	is	also	representing	a	view	that	red	meat	consumption	can	affect	one’s	BMI	
and	a	finding	that	having	a	high	BMI	can	cause	CRC.	This	would	be	an	illustration	of	a	mediating	pathway;	part	of	
the way in which red meat consumption causes CRC is by increasing one’s BMI. Accordingly, adjusting for BMI in a 
statistical	model	would	have	the	effect	of	removing	some	of	the	effect	of	red	meat	consumption	on	CRC	from	effect	
estimates	and	would	lead	to	an	inaccurate	assessment	of	the	true	total	causal	effect	of	red	meat	consumption	on	
CRC (again, this will be explained in more detail later). Thus, if this DAG is a correct representation of the way in 
which the data were generated, BMI is not a confounder but a mediator, and therefore should not be adjusted for 
analytically. As this example illustrates, DAGs can help groups, including IARC Monographs Working Groups, to 
clarify their thinking about how to infer causality and to communicate with each other about which variables should 
be adjusted for to determine whether something is a cancer hazard. Note that this example graph is somewhat 
simplified	and	may	not	be	the	consensus	graph;	if	others	were	to	draw	another	graph	and	justify	their	differences,	
then	perhaps	a	different	conclusion	about	adjustment	for	BMI	or	family	history	of	CRC	would	be	reached.	(text 
continues on page 26) 

Fig. 2.1.	Illustrative	example	of	a	causal	diagram	for	a	study	of	a	possible	causal	effect	of	red	meat	consumption	
on risk of colorectal cancer (CRC). BMI, body mass index.

Red meat Colorectal cancer

Fig. 2.1

Family history of CRC

BMI
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Table 2.1. Three basic structures in a directed acyclic graph and their implications for association and causation

Name Structurea Example in Fig. 2.4 Explanation Implications using example

Chain X	→	Y 
X	→	M	→	Y

RM	→	BMI	→	CRC A directed path in which all 
the arrows follow the same 
direction; the path from X to Y 
is open.

Creates a causal association 
between RM and CRC; BMI 
should not be adjusted for to 
estimate the (overall) causal 
effect	of	RM	on	CRC.

Fork X	←	C	→	Y 
X	←	Z	←	C	→	B	→	Y

RM	←	FH	→	CRC An undirected path in which 
there is a directed path from 
one node to two others (C to X 
and C to Y); the path from X to 
Y is open.

Creates a non-causal 
association between RM and 
CRC; path must be blocked 
(e.g. by adjusting for FH) to 
estimate	the	causal	effect	of	
RM on CRC.

Collider X	→	S	←	Y 
X	←	A	→	S	←	B	→	Y

RM	→	H	←	CRC An undirected path in which 
there are two directed paths 
from the outer nodes to a node 
in the centre (X to S and Y 
to S); the path from X to Y is 
blocked by collider S.

Creates no association 
between RM and CRC unless 
the collider is conditioned 
on (e.g. by adjusting for H). 
Controlling for H creates a non-
causal association between 
RM and CRC (bias).

BMI, body mass index; CRC, colorectal cancer; FH, family history of colorectal cancer; H, hospitalization; RM, red meat consumption.
a M is a mediator of X and Y, S is selection, X is an exposure, and Y	is	an	outcome;	other	variable	letter	names	have	no	specific	meaning	and	are	
used to illustrate the causal structure.

 Example 2.2. Chains, forks, and colliders used in DAGs

The three basic structures used in causal diagrams are shown in Fig. 2.4, using red meat consumption as an 
example. (text continues on page 28)

Fig. 2.4. Three	basic	structures	in	a	causal	diagram	illustrating	a	study	of	a	possible	causal	effect	of	red	meat	
consumption on risk of colorectal cancer (CRC): (a) chains; (b) forks; and (c) colliders. BMI, body mass index. Blue 
arrows indicate the structure being described; grey arrows are intended to make it easier to view the structure 
being illustrated.

Red meat CRC

Fig. 2.4

Family history of CRC 

BMI

Red meat CRC

Hospitalization

Red meat CRC

a

b

c
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(a) Chains

Directed paths are also called chains 
(Fig. 2.4a). In Fig. 2.1, the paths red 
meat	 consumption	→	 CRC	 and	 red	
meat	 consumption	 →	 BMI	 →	 CRC	
generally imply an association 
between red meat consumption and 
CRC because in both cases red 
meat consumption may cause CRC, 
either directly (red meat consump-
tion	→	CRC)	 or	 indirectly	 (red	meat	
consumption	→	BMI	→	CRC).	Chains	
represent causation; therefore, we 
are interested in the chains that 
follow pathways from the exposure 
to the outcome, whereas a chain 
from the outcome to the exposure 
would represent reverse causation 
(meaning a situation in which the 
variable that was assumed to be the 
independent variable was in fact the 
dependent variable, and vice versa). 
Because chains from the exposure 
to the outcome represent the causal 
effects	whose	 effect	 sizes	 are	 to	 be	
estimated in causal epidemiological 
research, we do not want to disrupt 
these chains in a study design or data 
analysis.

One way to think about paths is 
as	 avenues	 for	 associations	 to	 flow	
along. Thus, if we are interested in 
the	total	effect	of	red	meat	consump-
tion on CRC, conditioning on BMI 
(e.g. through restriction or covariate 
adjustment using methods such as 
stratification	 and	 regression)	 would	
create biased estimates in most situ-
ations	 in	 which	 the	 total	 effect	 is	 of	
interest, because this would block the 
causal path through BMI (i.e. stop the 
flow	of	the	association	from	red	meat	
consumption to CRC through BMI), 
hence eliminating part of the causal 
association. If the only way in which 
red	meat	consumption	affected	CRC	
was through changes in BMI, it would 

be expected that adjusting for BMI 
(or matching on it in the study design) 
would lead to an estimated null asso-
ciation between red meat consump-
tion and CRC, when in fact there 
truly	was	a	causal	effect.	Thus,	if	the	
hypothesized relations in the DAG 
are correct, reviewers would be wise 
to be concerned about a null result 
from	a	study	of	the	effect	of	red	meat	
consumption on CRC that adjusted 
for BMI, because it is possible that 
the reason the study showed a null 
result was not because there is no 
effect	but	rather	because	the	authors	
inappropriately	removed	the	effect	by	
adjusting for BMI.

There are two other basic struc-
tures in causal diagrams: forks (e.g. 
red	 meat	 consumption	 ←	 family	
history	of	CRC	→	CRC)	and	colliders	
(e.g.	red	meat	consumption	→	hospi-
talization	←	CRC).	These	correspond	
to simple forms of undirected paths.

(b) Forks

In a fork (Fig. 2.4b), there is (in a 
path) a node that has two arrows, 
each pointing to one other node. A 
path that contains only chains or 

forks in which no variables in the 
path are controlled (e.g. adjusted for 
statistically),	 except	 for	 the	 first	 and	
last variables in the path, is said to 
be open or unblocked. Non-causal 
associations between two variables 
(i.e.	dependency)	flow	through	forks;	
when a fork exists in a DAG, this 
implies that there is an association 
between the two variables at the end 
of the fork, even though that asso-
ciation is not causal. In Fig. 2.1, the 
path	red	meat	consumption	←	family	
history	of	CRC	→	CRC	does	not,	on	
its	own,	imply	any	causal	effect	of	red	
meat consumption on CRC, but it still 
typically induces a spurious associa-
tion between the variables red meat 
consumption and CRC because the 
two have a common cause: family 
history of CRC.

As described in the Preface, 
confounding is the entanglement of 
a third factor (a confounder) in the 
association between an exposure of 
interest and an outcome of interest.

Note that forks that indicate con- 
founding can be made up of two  
chains, one going from a single 
variable to the exposure and one 
going from that same variable to 
the outcome. These paths can com- 
prise a single arrow or can travel 
across several variables to get to 
the exposure and the outcome, as 
long as the direction of the arrows 
continues to lead from the node to the 
exposure (or the outcome). Given that 
forks represent biasing pathways, 

Although there may be circum- 
stances in which we want to 
estimate	the	effect	of	an	exposure	
that is not mediated through a 
specific	 pathway	 (in	 which	 case	
we might want to control for a 
variable on the causal pathway 
from exposure to outcome), 
we usually want to ensure that 
studies used for cancer hazard 
identification	 do	 not	 adjust	 for	
variables that lie on the causal 
chain from the exposure to the 
outcome.

Key message

Open forks give rise to con- 
founding (see Section 2.4.1 
and Chapter 3) and represent 
confounding in DAGs.

Key message
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they need to be closed (or blocked) 
to remove the bias. These are the 
confounding paths that researchers 
and readers of the epidemiological 
literature need to be concerned about 
when designing studies, analysing 
data, or conducting literature reviews, 
because if these open paths are not 
closed, they can create bias and may 
lead to the conclusion that there is 
a hazard when there is not, or vice 
versa, or they can cause overestima-
tion or underestimation of the magni-
tude	of	 the	effect	of	an	exposure	on	
an outcome.

Seen another way, forks describe 
shared causes (of the variables at the 
arrowheads) that lead to confounding 
(Example 2.3a).

An open path can be closed or 
blocked by controlling for any inner 
node of that path that is not a collider 
(described next; see Fig. 2.4c) 
through	 adjustment,	 stratification,	
matching, regression, and so on (Ex- 

ample 2.3b). In DAGs, conditioning 
through analytical control of a vari-
able is represented by drawing a box 
around that variable.

Note that, in this explanation of 
forks, confounders have not been 
discussed, only biasing pathways. 
This is because, although it may 
seem that the variable that is at the 
apex of the fork is the confounder, the 
confounding pathways can be blocked 
by controlling any variable on the 
pathway. Thus, removing confounding 
(sometimes called de-confounding) is 
much more important than identifying 
which variable is the confounder. 
Nonetheless, when DAGs are used, 
a variable is often called a confounder 
if it can be used (e.g. adjusted for) to 
block a confounding pathway.

(c) Colliders

A collider (Fig. 2.4c) is a node along a 
path with two arrows directly pointing 
to it along that path. Colliders do not, 

on their own, create a non-causal 
(biasing) pathway between the outer 
nodes; thus, a path that contains at 
least one collider that is not adjusted 
for is said to be blocked or closed 
(Example 2.4).

The bias induced by conditioning 
on a collider is not the most intuitive, 
but it can be understood by consid-
ering an idealized example, as given 
in Example 2.5.

A special but important case of 
collider	stratification	bias	is	when	the	
collider is selection into the study. 
There are many reasons why people 
are enrolled (or choose to participate) 
in a study or drop out of a study. Be- 
cause the study analysis can only be 
conducted among people who are en- 
rolled in the study and for whom there 
is	sufficient	data,	all	studies	are	condi-
tioned on selection. This means that if 
there	is	an	effect	to	be	estimated	in	a

 Example 2.3a. Forks as depictions of shared causes in DAGs

The DAG in Fig. 2.1 indicates that red meat consumption and CRC have a shared cause, because one can 
trace a path following the arrows from family history of CRC to CRC and from family history of CRC to red meat 
consumption. Shared causes are typically thought of as confounding pathways that would need to be accounted 
for	to	find	the	causal	effect	of	red	meat	consumption	on	CRC.	(text continues above)

 Example 2.3b. Conditioning or blocking of paths in DAGs

The	association	between	red	meat	consumption	and	CRC,	indicated	as	red	meat	consumption	←	family	history	
of	CRC	→	CRC	(the	non-causal	pathway	that	represents	confounding),	would	be	eliminated	by	conditioning	on	
family history of CRC and could be partially removed by adjusting for any descendants of family history of CRC (i.e. 
variables with a directed path from family history of CRC to that variable), leaving only the associations indicated 
by	the	paths	red	meat	consumption	→	BMI	→	CRC	and	red	meat	consumption	→	CRC,	both	of	which	are	causal	
pathways. (text continues above)
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population but the entire population, 

or a representative sample of that 

population, is not enrolled, it is only 

possible	to	estimate	the	effect	in	the	

selected sample; thus, the analysis is 

limited to a sample in which there are 

factors that lead to selection into the 

study. If both the exposure and the 

outcome are associated with selec-

tion into the study (either directly 

or indirectly through other forking 

paths), this can cause collider strati-

fication	bias.	An	example	is	provided	

in Section 2.4.3 (see also Chapter 5).

In conclusion, note again that for 

a diagram to be a DAG and therefore 

helpful for identifying and mitigating 

the impact of various sources of bias, 

it must be both directed and acyclic. 

A directed graph is one in which 

connections between variables must 

be drawn as single-headed arrows 

representing causality (an associa-

tion cannot be implied between two 
variables using a dashed line without 
a	specific	cause,	because	any	asso-
ciation must have a reason, as will be 
discussed later); furthermore, each 
causal path connecting more than 
two nodes sequentially in the DAG 
must contain arrows that point in the 
same direction. An acyclic graph is 
one for which there is no place in the 
diagram from which it is possible to 
trace a path following the direction of 
the arrows and get back to the starting 
point; in other words, no variable can 
cause itself in a DAG. Finally, for a 
DAG to be a causal DAG that can be 
used to identify sources of bias, the 
shared causes of any two variables 
in the DAG must also be represented. 
This means that a DAG that omits, 
for example, a common cause of any 
two variables is not a causal DAG, 
because the unknown causes of the 
two variables will not be mutually 
independent.

2.2.3 How to create a DAG

Researchers and reviewers often 
need to describe the data-generation 
process used in a study to assess the 
effect	of	an	agent	on	cancer	(i.e.	the	
forces in the universe that create rela-
tions between variables, whether or 
not they are ever collected in a study, 
along with any relations created 
between variables in the process of 
study design and analysis) to decide 
which variables would ideally be 
controlled for to determine the causal 
effect	 in	 the	 study.	 Note	 that	 DAGs	
can also include several versions of 
a	variable	measured	at	different	time	
points, as shown in Fig. 2.3 in Side 
Box 2.3. Drawing a DAG can help 
researchers and reviewers select 
such a set of variables. The drawing 
of DAGs requires expert knowledge 
of subject matter and of the data-gen-
eration process; teams researching 
causal relations or review panels 
determining the quality of existing 
evidence to ascribe causation (e.g. 

 Example 2.4. Depiction of colliders in DAGs

Suppose a group was reviewing a study in which data were collected on red meat consumption, hospitalization, 
and CRC and that red meat consumption increased the risk of being hospitalized (e.g. because of a heart attack), 
as	did	CRC.	The	path	red	meat	consumption	→	hospitalization	←	CRC	does	not	create	an	association	between	
red meat consumption and CRC, because this path is blocked by a collider. As long as the study design and 
analysis did not include conditioning on hospitalization (did not adjust for it, match on it, stratify on it, etc.), the 
results are likely to be valid (assuming that the DAG is correct and there are no other sources of bias). However, 
unlike forks, a blocked path can be unblocked by conditioning on one of the colliders (or any of its descendants, i.e. 
variables with an arrow towards that variable from the collider) (Berkson, 1946; Pearl, 2009). Although this is not 
necessarily intuitive, conditioning on colliders can induce spurious (non-causal) associations and result in collider 
stratification	bias.	Collider	stratification	bias	is	a	bias	that	is	created	by	conditioning	on	a	collider,	or	an	effect	of	(i.e.	
a descendant of) a collider. Thus, if the study adjusted for hospitalization, this would create bias in the association 
between red meat consumption and CRC and could make it appear that there was a hazard when there was not, 
or	vice	versa,	or	it	could	simply	distort	the	magnitude	of	any	real	effect.	Adjustment	for	hospitalization	is	elaborated	
on in Example 2.5, and colliders are described more intuitively in Side Box 2.4. (text continues on page 32)
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 Side Box 2.4. Collider bias

Consider the example where two binary {0,1} variables C1 and C2	have	a	common	effect,	a	third	binary	variable	
C3, as shown in Fig. 2.5. Conditioning on this common consequence C3 usually creates a spurious association 
between C1 and C2, referred to as collider bias. For illustration, consider the situation where C3 equals 1 if only one 
of C1 and C2 is equal to 1 but 0 if both are equal to 1 or neither is equal to 1, as shown in Table 2.2. If C1 and C2 
are independent in the general population, then having information about C1 for a person in the general population 
does not give us any information about the value of C2 for that person. However, among individuals with C3 = 1, if 
C1 = 0 then necessarily C2 = 1, and if C1 = 1 then necessarily C2 = 0. In other words, among individuals with C3 = 1, 
having information about C1 does give us information about C2, highlighting that C1 and C2 are not independent 
after conditioning on C3. In contrast, among individuals with C3 = 0, if C1 = 0 then necessarily C2 = 0, and if C1 = 1 
then necessarily C2 = 1. Therefore, within levels of C3, C1 and C2 are perfectly inversely correlated. Conditioning 
on C3 creates a spurious inverse association between C1 and C2. This is illustrated in Table 2.3 for a group of 400 
individuals for whom there is no association in the total population between C1 and C2 but there is a perfect inverse 
correlation within C3.

Fig. 2.5. Example of bias created by conditioning on a collider, C3.

C3

C1C1

C2

C3

C2

Fig. S2.5

a b

Table 2.2. Values of three variables, C1, C2, and C3

C1 C2 C3

0 0 0
0 1 1
1 0 1
1 1 0

Table 2.3. Frequency of cross-tabulation of C1 and C2,	both	overall	and	stratified	by	C3

Total C3 = 1 C3 = 0

C1 = 1 C1 = 0 C1 = 1 C1 = 0 C1 = 1 C1 = 0

C2 = 1 100 100 C2 = 1 0 100 C2 = 1 100 0
C2 = 0 100 100 C2 = 0 100 0 C2 = 0 0 100
Total 200 200 Total 100 100 Total 100 100
% C2 = 1 50% 50% % C2 = 1 0% 100% % C2 = 1 100% 0%
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 Side Box 2.4. Collider bias (continued)

Of course, collider bias is not restricted to binary variables. If smoking intensity (C1) and alcohol intake (C2) 
are both positively causally associated with the risk of a certain disease (C3 = 1 if the individual develops the 
disease), then the association between smoking intensity and alcohol intake is typically less after conditioning on 
C3, compared with that in the general population. This is because individuals with a low level of alcohol intake who 
develop the disease are more likely to have a higher smoking intensity than individuals in the general population. 
Similarly, individuals with a high level of alcohol intake who do not develop the disease are more likely not to smoke 
than individuals in the general population. (text continues on page 33)

 Example 2.5. Example of a collider in a randomized controlled trial among downhill skiers

Suppose	that	we	are	interested	in	studying	whether	downhill	skiing	affects	cancer	risk,	and	in	fact	we	even	conducted	
a randomized trial in which participants were randomized to either never ski or ski frequently. In this randomized 
trial,	we	might	expect	to	find	no	association	between	skiing	and	subsequent	cancer	risk,	unconditionally.	However,	
what	 if	we	 restricted	our	analysis	 to	only	 trial	participants	who	went	 to	 the	hospital	sometime	during	 the	 trial?	
Hospitalization	might	be	a	collider	for	a	path	skiing	→	hospitalization	←	cancer,	because	both	a	cancer	diagnosis	
and skiing accidents may lead to hospitalization (see the DAGs in Fig. 2.6). In an analysis in which only hospitalized 
participants	were	considered,	skiing	and	cancer	would	probably	be	identified	as	inversely	related:	a	person	with	a	
cancer diagnosis is less likely to be in the hospital for a skiing accident, and vice versa. Thus, we would not want 
to condition on hospitalization status in this trial, because it might make us wrongly conclude that skiing prevents 
cancer	when,	in	this	stylized	example,	it	has	no	effect.	(text continues on page 32)

Fig. 2.6. Example of a causal diagram depicting the relation between skiing (S) and cancer risk (Y) in a randomized 
trial: (a) full trial; (b) restriction to people who were hospitalized (H).

S Y

H

S Y

H

Fig. S2.6

a b
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IARC Monographs Working Groups) 
typically possess such knowledge.

There are numerous approaches 
to creating a DAG. When creating 
a graph to support an analysis, it is 
critical to list all the variables that are 
considered essential in the data-gen-
eration process. For those reviewing 
the literature and therefore faced with 
the task of using the available studies 
(i.e. they are not conducting their 
own analyses or planning their own 
studies) to assess whether a hazard 
exists (but not necessarily how big 
the	effect	 is),	 the	approach	could	be	
simplified	 to	 focus	 on	 those	 factors	
that are likely to have the largest 
impact on creating bias. However, it 
is critical to note that this list should 
include all variables that might lead to 
a reasonable amount of bias, not only 
those measured in a study, because 
bias can exist even if the study did not 
account for it.

The next step is to link the variables 
with arrows, representing the possible 
causal relations between them, while 
remembering that the lack of an arrow 
between any two variables denotes 
a strong assumption about the 
absence of a causal relation between 
them. One approach to this would 
be to use one’s best understanding 
of the causal relations to guide the 
first	draft	of	a	DAG.	The	DAG	could	
then be presented to experts and 

stakeholders and revised based on 
feedback. Another approach would 
be to order all the nodes in time (with, 
say, left representing earlier time 
points and right representing later 
time points) and draw arrows from all 
variables that occur earlier in time to 
ones that occur later, only removing 
an	arrow	if	there	is	a	strong	justifica-
tion to do so based on expert knowl-
edge that there is truly no causal 
effect	 of	 one	 variable	 on	 the	 other.	
Sometimes several competing DAGs 
must be considered when evidence- 
and knowledge-driven consensus 
remains elusive.

When the DAG describing the 
data-generation mechanism is com- 
plete, one can consider adding depic-
tions of the study design and any 
bias that might have been created 
in the design process, focusing on 
selection bias and information bias 
(each described in the Preface and 
in detail later in this chapter). As 
noted in Section 2.2.2 and described 
further in Section 2.4.3, selection bias 
(collider	 stratification	 bias)	 can	 be	
introduced through the ways in which 
people are selected into or out of the 
study as well as into or out of analyt-
ical groups (through conditioning, 
matching, dropout, etc.). Selection 
can be represented as a node in 
the	 diagram	 (typically	 identified	with	
the letter S), and the factors that are 
likely to cause participants to be in a 
study	can	be	identified,	whether	they	
are factors determined by the design 
(e.g. selection of the study population 
in a case–control study, implemen-
tation of inclusion criteria) or factors 
that might determine the likelihood of 
participants self-selecting into a study 
(e.g. socioeconomic status [SES]).

Review panels assessing causa-
tion can use a DAG to determine 

whether the reviewers think that the 
analytical choices have removed all 
(or most) of the biases that existed. 
Furthermore, the DAG can be used 
to determine whether biases were 
created in the design or analysis that 
might prevent observation of a causal 
effect.

The process of drawing realistically 
complex DAGs can itself be complex, 
and	some	find	 it	 helpful	 to	use	soft-
ware, such as DAGitty (https://dagitty.
net/), which is freely available online, 
or the advanced Causal Fusion plat-
form (https://www.causalfusion.net/), 
which is free but requires one to sign 
in. These tools can also provide an 
automated way to analyse a DAG 
for sets of variables, to control for 
confounding.

2.2.4 Rules of DAGs

(a) Causal paths

A review panel, such as an IARC 
Monographs Working Group, may 
wish to develop a DAG for an agent 
under evaluation and a type of cancer 
to help identify a reasonable set of 
variables to control for in the literature 
reviewed and another set that would 
ideally be ignored to give a valid result 
(Example 2.6a).

(b) Backdoor paths

In any study, but especially in obser-
vational studies where no random-
ization of the exposure occurred, it 
is necessary to consider that any 
observed association (e.g. between 
red meat consumption and CRC) 
may be a mix of any true causal 
effect	 and	 sources	 of	 bias	 (such	 as	
confounding by family history of CRC 
and diabetes). In DAGs, the most well 
known of these non-causal pathways 
are the open backdoor paths. These 

In identifying variables to be 
included in DAGs, priority could 
be given to those variables that 
might form part of an undirected 
forking path between the expo- 
sure and the outcome, because 
such	 undirected	 paths	 reflect	
potential sources of bias.

Key message

https://dagitty.net/
https://dagitty.net/
https://www.causalfusion.net/
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are some of the paths that reviewers 
of epidemiological research want to 
identify to determine whether they 
are blocked, meaning either that they 
contain a collider or that a variable on 
the path has been controlled analyti-
cally. This is necessary to ensure that 
a	causal	effect	has	been	satisfactorily	
assessed in a study, especially in a 
study for which the reviewer believes 
that the arrows drawn in the DAG 
represent	 strong	 effects.	 Backdoor	
paths are undirected paths (meaning 
that it is not necessary to follow the 
arrow directions) that can be traced 
from the exposure (e.g. red meat 
consumption) to the outcome (e.g. 
CRC) by tracing a path that begins 
with an arrow pointing towards the 

exposure (hence the term backdoor 
path) and ends with an arrow pointing 
towards the outcome. From the head 
of the arrow pointing towards the 
exposure (e.g. red meat consump-
tion), the path can be traced in any 
direction to get to the outcome (e.g. 
CRC).

Although some backdoor paths 
indicate bias, not all do. For there to 
be a bias, the backdoor path must be 
open or unblocked so that the biasing 
associations	can	flow	from	a	variable	
to both the exposure and the outcome 
(see Example 2.6b and Side Box 2.5). 
If such an open backdoor path can 
be traced, there will be a non-causal 
association between the exposure 
and the disease that is mixed with any 

causal	effect	of	 the	exposure	on	 the	
disease and that must be accounted 
for through some adjustment method 
to	identify	the	true	causal	effect	of	an	
exposure X on an outcome Y. If the 
backdoor	path	is	of	the	first	type	(e.g.	
containing forks only), the path can 
be blocked through analytical control 
of any variable between the exposure 
and the outcome. As noted, if the 
backdoor path is of the second type 
(e.g. containing a collider), it is blocked 
naturally only if one does not condi-
tion on the collider or a descendant 
of the collider, through methods such 
as statistical adjustment or design 
approaches such as restriction and 
matching. Otherwise, the path is open 
and must be closed again through the 

 Example 2.6a. A possible DAG for red meat consumption and colorectal cancer

The DAG in Fig. 2.7, which is a slightly more detailed version of the previous DAG for a study of the relation 
between red meat consumption and CRC, represents the DAG creator’s understanding of the data-generation 
process.	This	DAG	indicates	that	a	family	history	of	CRC	is	thought	to	affect	red	meat	consumption	(most	probably	
by motivating one to consume less) and that a family history of CRC may also cause CRC. It also indicates that 
diabetes	is	thought	to	affect	red	meat	consumption	and	that	diabetes	may	cause	CRC.	Because	there	is	no	arrow	
from family history of CRC to diabetes or from diabetes to family history of CRC, the DAG also suggests that the 
two variables have no causal relation with each other and therefore would be expected to have no association, as 
revealed in the data. Note that there may also be an arrow from diabetes to hospitalization, but this is omitted for 
simplicity. (text continues on page 36)

Fig. 2.7. Directed	acyclic	graph	for	a	study	to	assess	the	effect	of	red	meat	consumption	on	colorectal	cancer	
(CRC).

Red meat Colorectal cancer

Fig. 2.7

Family history 
of CRC

Diabetes Hospitalization
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 Example 2.6b. Backdoor paths in a DAG for red meat consumption and colorectal cancer

In Fig. 2.7, there is an open (non-causal) backdoor path from red meat consumption to CRC, i.e. red meat 
consumption	←	family	history	of	CRC	→	CRC,	which	is	one	of	the	forking	paths	described	previously.	No	variable	
along this path is a collider (there is no point in the path where one can enter a variable through the head of an 
arrow and also exit the same variable through the head of an arrow); if we have not controlled for any variables 
analytically, this path will create confounding, as noted earlier. This is because red meat consumption and CRC 
have a shared cause: family history of CRC.

Although one could try to identify all the shared causes of red meat consumption and CRC, the backdoor approach 
is a systematic way of identifying all the confounding pathways. This DAG shows that there is another unblocked 
backdoor path, as listed in Table 2.4.	As	well	as	red	meat	consumption	←	family	history	of	CRC	→	CRC,	there	is	
red	meat	consumption	←	diabetes	→	CRC.	Note	that	the	path	red	meat	consumption	→	hospitalization	←	CRC	is	
not a backdoor path, because although it does start at red meat consumption and end at CRC, it does not begin by 
going through an arrow towards red meat consumption. This path is also not an open (unblocked) path, because 
it contains a collider, hospitalization; thus, it is not a biasing pathway, as long as hospitalization is not conditioned 
on in the design or analysis. Seen another way, there is no variable in the path that one can start at and trace a 
path following the arrows and get to both red meat consumption and CRC. Thus, this path does not show a shared 
cause of red meat consumption and CRC, and hence there is no confounding. (text continues on page 37)

Table 2.4. All backdoor paths from red meat consumption to colorectal cancer in Fig. 2.7

Path Backdoor? Status Reason for status Path creates 
bias?

Red	meat	consumption	←	family	history	of	
colorectal	cancer	→	colorectal	cancer

Yes Open, 
unblocked

Fork with no 
collider, no variable 
on the path 
conditioned on

Yes, confounding

Red	meat	consumption	←	diabetes	→	colorectal	
cancer

Yes Open, 
unblocked

Fork with no 
collider, no variable 
on the path 
conditioned on

Yes, confounding

Red meat 
consumption	→	hospitalization	←	colorectal	
cancer

No Blocked Path contains a 
collider

No, unless collider 
or its descendant is 
conditioned on

 Side Box 2.5. Open backdoor paths

An open or unblocked backdoor path is a backdoor path that either
• does not contain a collider and no variable along it has been conditioned on; if the path contains a collider, it is 

naturally blocked, and there would be no variable along this path from which one could trace a path following 
the arrows to get to the exposure and another path following the arrows to get to the outcome (such a path 
would consist only of forks); or

• contains a collider (or a descendant of a collider) that has been conditioned on and otherwise does not 
condition on any non-colliders; this is because adjusting for a collider or a descendant of a collider opens the 
path that would have otherwise been blocked. (text continues on page 37)
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analytical control (i.e. conditioning) of 
any non-collider between the expo-
sure and the outcome.

For the purposes of evaluating 
the literature to see whether there 
is	 an	 effect	 of	 an	 exposure	 on	 an	
outcome, as an IARC Monographs 
Working Group might do, the DAG 
should represent all variables that 
are likely to lead to meaningful bias, 
even if they were not measured in 
the study being reviewed. For now, 
assume that all the variables in the 
DAG were measured. Now that each 
of the unblocked backdoor paths has 
been	 identified,	 it	 is	 necessary	 to	
assess whether the set of variables 
that	were	adjusted	for	 is	sufficient	to	
control all the confounding (i.e. all 
the unblocked backdoor paths were 
blocked). The bias from a backdoor 
path can be removed by conditioning 
(through analytical control or design 
approaches) on any variable along 
the path. Thus, it is then necessary to 
identify a set of variables that will 
close (block) all the open (unblocked) 
backdoor paths. In the example of 
red meat consumption and CRC, 
the study could condition on family 
history of CRC and diabetes through 
analytical control, to block all the 
open backdoor paths (Example 2.6c), 
leading to an unbiased result.

It can be seen in Fig. 2.9 that all 
the existing biasing pathways in the 
DAG (i.e. all the unblocked back-
door paths) have been success-
fully blocked; however, in adjusting 
for the collider on the pathway red 
meat	 consumption	 →	 hospitaliza-
tion	←	CRC,	a	new	biasing	pathway	
is opened up: red meat consump-
tion	 -	-	-	 CRC.	 The	 true	 effect	 (red	
meat	consumption	→	CRC)	will	now	
be mixed with the biasing pathway 
(red meat consumption - - - CRC), 

giving a biased result. The resulting 
bias can be large, moderate, or small, 
depending on the context, including 
the strength of the associations and 
the distribution of the variables in the 
DAG. This example demonstrates that 
adjustment for variables in a statis-
tical model can sometimes create 
rather than remove bias.

(c) Importance of bias

Before moving on to other examples, 
it is important to emphasize that DAGs 
can help to identify only whether a 
bias potentially exists, not its direction 
and magnitude. When using signed 
DAGs (see Section 2.6), it is some-
times possible to tell the direction of 
the bias; this is useful for identifying 
which biases can be ruled out as an 
explanation for an observed asso-
ciation	 (e.g.	 if	 the	 DAG	 identified	 a	
source of bias as operating down-
wards – a bias towards the null for a 
positive association – it could be con- 
cluded that an observed association 
is likely to be an underestimate). 
Where it is not possible to identify the 
direction or the magnitude of a bias, 
reviewers would need to consider 
using the various sensitivity analysis 
techniques presented in subsequent 
chapters before concluding that an 
identified	source	of	bias	would	indeed	
be enough to change the interpreta-
tion of the study for the purposes of 
hazard	identification.

Note also that DAGs cannot be 
used to solve every problem, and that 
there are some biases (particularly 
those involving the lack of a concept 
called faithfulness, which is beyond 
the scope of this chapter) that cannot 
easily be represented in DAGs. 
Another limitation of DAGs is that 
they do not readily depict interactions 
between variables.

2.3 Example: building a DAG 
for opium consumption and 
lung cancer

Suppose that an IARC Monographs 
Working Group comes together to  
evaluate whether opium consumption 
causes lung cancer, and that they are 
interested in using observational data 
to identify the hazard. When reviewing 
an observational study, such as the 
Golestan Cohort Study conducted in 
the Islamic Republic of Iran (Sheikh 
et al., 2020), the Working Group 
might be concerned that people who 
use	 opium	 are	 different	 from	 those	
who do not, with respect to factors 
that put a person at increased risk of 
developing lung cancer. A DAG could 
help the Working Group decide which 
variables should be controlled for in 
order for a study to be considered 
highly informative.

To begin to generate a DAG, the 
team	 would	 first	 draw	 the	 exposure	
and the outcome and then work 
through the shared causes of opium 
use and lung cancer as well as any 
other variables they think may be 
important in generating the data 
(Example 2.7a). The key is that expert 
knowledge is used to draw the DAG, 
not pure guesswork or the list of the 
variables that have been collected 
(Hernán et al., 2002).

It is critical to understand the 
issue hypothesized in Example 2.7a, 
where two variables (such as tobacco 
use and opium use) are associated 
through a third, possibly unmeasur-
able, latent variable (such as propen- 
sity to use substances). Having un- 
measured latent factors in the DAG 
often	 creates	 difficulties	 in	 opera-
tionalizing	what	constitutes	sufficient	
adjustment; however, such factors can 
still create substantial bias and 
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 Example 2.6c. Conditioning to block backdoor paths in a DAG

Fig. 2.8 shows that all the unblocked backdoor paths are now blocked.

Fig. 2.8. Directed acyclic graph representing the data-generation process for a study of red meat consumption 
and colorectal cancer (CRC) with additional conditioning on family history of CRC and diabetes.

Red meat Colorectal cancer

Fig. 2.8

Family history 
of CRC

Diabetes Hospitalization

Now, suppose that the results were adjusted for family history of CRC, diabetes, and hospitalization, 
because it was thought that hospitalization was a confounder. As noted in Table 2.4 for the path red meat 
consumption	→	hospitalization	←	CRC,	 the	 only	 path	 from	 red	meat	 consumption	 to	CRC	 that	 goes	 through	
hospitalization	is	not	an	open	path;	thus,	it	creates	no	bias.	Would	the	results	still	be	a	valid	estimate	of	the	effect	
of	red	meat	consumption	on	CRC	after	conditioning	on	hospitalization?	As	discussed	previously,	conditioning	on	
a collider (a variable with two arrowheads into it along a pathway) creates a non-causal association between the 
parents (i.e. the two variables that are causes of the collider), and this pathway creates bias. This is represented 
in Fig. 2.9 with a box around hospitalization (representing conditioning through statistical control) and a dashed 
arrow from red meat consumption to CRC (representing a non-causal association that has been induced between 
the two variables by controlling for the collider). As noted previously, spurious associations can be induced by 
adjusting for variables in the analysis; these are represented with dashed lines with no arrowhead. (text continues 
on page 39)

Fig. 2.9. Directed acyclic graph representing the data-generation process for red meat consumption and colorectal 
cancer (CRC) with additional conditioning on family history of CRC (confounder), diabetes (confounder), and 
hospitalization (collider), the last of which creates a non-causal association between red meat consumption and 
CRC. The dashed line represents an association created by conditioning on a collider.

Red meat Colorectal cancer

Fig. 2.9

Hospitalization

Family history 
of CRC

Diabetes
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therefore should not be omitted from 
the DAG. 

For now, selection and measure-
ment nodes, which are discussed later 
in this chapter, will be ignored and left 
out of the DAG. If it can be assumed 
that the DAG is correct, this now 
provides a model that can be used 
to	identify	a	sufficient	set	of	variables	
that need to be adjusted for to control 
for confounding (Example 2.7b). This 
process will be demonstrated in the 
discussion on confounding in this 
chapter. Note here that if the study 
investigators have not measured all 
the variables in the DAG (or have 
not measured them well), they may 

not have been able to remove all the 
confounding directly.

2.4 DAGs and specific sources 
of bias

2.4.1 Confounding

(a) Identification with DAGs

A confounder, which is a type of 
variable, can be distinguished from 
confounding, which is a bias that 
results from an unblocked backdoor 
path. A confounder is any variable 
that, when it has been controlled for, 
leads to a reduction in confounding. 
Given a DAG, researchers and re- 

viewers can use simple rules to 
determine sets of variables whose 
control	 is	sufficient	 to	eliminate	con- 
founding bias (assuming that the 
variables are well measured). A set 
of	 variables	 is	 sufficient	 to	 eliminate	
all the confounding if (i) it blocks all 
open backdoor paths from an expo-
sure X to an outcome Y, including any 
paths that may be opened through 
adjustment, and (ii) it comprises no 
descendant of the exposure X (i.e. 
no	variable	directly	or	indirectly	influ-
enced by the exposure) (Pearl, 2009).

Previous	definitions	of	a	confound- 
er used statistical terminology (e.g. 
a confounder is a variable that is 

Example 2.7a. Depicting shared causes in a DAG for opium consumption and lung cancer

It is known that tobacco use is a cause of lung cancer, and it is observed that people who use opium are more likely 
to smoke tobacco. However, it is not immediately clear how this association would occur. For a DAG to help identify 
a set of analytical variables needed to control for confounding, it is necessary to specify how associations occur 
in	the	data.	Does	tobacco	smoking	cause	opium	use?	Does	opium	use	cause	tobacco	smoking?	Although,	in	a	
minimal number of individuals, either of these could be true, the review team believes that it is more likely that there 
is some shared cause that links the two. This shared cause could be a propensity to use substances, or something 
like SES. These causes are represented in the DAG shown in Fig. 2.10, because they are both considered to be 
likely sources of the association between opium use and tobacco use. (text continues on page 39)

Fig. 2.10. Directed acyclic graph for a study of the relation between opium use and lung cancer. SES, socioeconomic 
status.

Opium Lung 
cancer

Age

Sex

Tobacco

Alcohol

SES Fuel 
source

Occupation

Fig. 2.10

Diet

Propensity 
to use 
substances



42

associated with both the exposure 

and the outcome); essentially, the 

definition	of	a	confounder	needs	cau- 

sal wording to properly distinguish it 

from other concepts, such as media-

tors (which are also variables that are 

associated with both the exposure 

and the outcome). Thus, a confounder 

has	also	been	defined	as	any	member	

of	 a	 minimally	 sufficient	 set	 of	 vari-

ables used for confounding control, 

such that dropping the variable from  

the	sufficient	set	would	lead	to	uncon-

trolled confounding (VanderWeele 

and Shpitser, 2013). Variables that 

are shared causes of both the expo-

sure and the outcome qualify as con- 

founders. Example 2.7c should 

make the distinction between 
confounders and confounding clearer.

Note, again, that free online soft-
ware, such as DAGitty, can be useful 
here to identify all the sets of vari-
ables	 that	 would	 suffice	 to	 remove	
confounding through adjustment.

Confounding is the bias that is created by an unblocked backdoor  
path.	 Often,	 different	 sets	 of	 variables	 can	 be	 used	 to	 remove	 the	
confounding;	 which	 variables	 are	 identified	 as	 the	 confounders	
depends on which are to be used to remove the confounding.

Key message

Example 2.7b. Simplifying a DAG for opium consumption and lung cancer to account for confounding

Fig. 2.10 is an example of a DAG that might have been created by an IARC Monographs Working Group. It is 
again necessary to reiterate that the DAG represents the full data-generation process (i.e. the set of variables 
and relations between them that led to the data observed in this study), not only the variables that were measured 
in	the	study.	Note	also	that	the	data-generation	process	for	a	specific	exposure–outcome	pair	might	vary	across	
populations.	For	example,	in	some	countries	occupational	exposures	to	a	specific	carcinogen	may	be	prevalent,	
and in others they may not, so the variable would not be included.

However, suppose that the Working Group members discuss the DAG and decide that only a few of the 
variables	have	effects	(represented	by	the	arrows)	that	are	strong	enough	to	represent	substantial	bias,	based	
on	their	understanding	of	the	strength	of	the	effect	the	arrows	represent.	The	DAG	might	then	be	simplified,	as	in	
Fig. 2.11. (text continues on page 41)

Fig. 2.11. Simplified	 directed	 acyclic	 graph	 describing	 the	 data-generation	 process	 for	 the	 relation	 between	
opium use and lung cancer, focused on variables that are thought to be likely to cause substantial bias. SES, 
socioeconomic status.
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Example 2.7c. Confounding by backdoor paths in the DAG for opium consumption and lung cancer

As depicted in Fig. 2.11, age is a confounder of the relation between opium use and lung cancer, because it has a 
causal	effect	on	both	opium	use	(likely	reducing	use)	and	lung	cancer	(increasing	risk).	Using	the	DAG	terminology	
introduced in Section 2.2.2,	the	path	opium	use	←	age	→	lung	cancer	is	open	and	may	thus	create	a	spurious	
association between opium use and lung cancer. In plain words, and considering the example where both opium 
use (yes or no) and age (old or young) are binary variables for simplicity, people who use opium are more likely to 
be	older,	so	that	even	in	the	absence	of	a	causal	effect	of	opium	use	on	lung	cancer,	an	association	between	them	
is	expected	because	of	the	causal	effect	of	age	on	lung	cancer.	Of	course,	how	much	bias	this	creates	will	depend	
on	how	strongly	age	affects	both	opium	use	and	lung	cancer.

As explained in Section 2.2.2,	proper	control	for	age	(e.g.	by	stratification,	matching,	or	adjustment)	would	block	
the	path	opium	use	←	age	→	lung	cancer	and	remove	the	corresponding	confounding	bias.	However,	Fig. 2.11 
also shows that more-complex confounding structures can exist. For example, it might be thought that people who 
use opium are more likely to smoke tobacco than people who do not use opium, probably through propensity to 
use substances. This makes propensity to use substances a shared cause (a forking path) of both opium use and 
tobacco use. Because tobacco use is known to cause lung cancer, there is now an unblocked backdoor path (i.e. 
a	confounding	path):	opium	use	←	propensity	to	use	substances	→	tobacco	use	→	lung	cancer.	This	path	can	be	
blocked	by	adjusting	for	propensity	to	use	substances,	but	this	is	difficult	to	measure.	Because	the	path	can	be	
blocked	by	controlling	for	any	variable	on	it,	adjusting	for	tobacco	use	would	also	suffice	to	remove	confounding	
that works through this pathway. Therefore, valid studies of the association between opium use and lung cancer 
would be expected to include adjustment for tobacco use. Table 2.5 lists a selection of the backdoor paths from 
opium use to lung cancer (but note that there are more).

Table 2.5. Backdoor paths from opium use to lung cancer in Fig. 2.11 and their relevance to the control of 
confounding

Number Path Status

1 opium	use	←	propensity	to	use	substances	←	SES	→	tobacco	use	→	lung	cancer Open, unblocked
2 opium	use	←	propensity	to	use	substances	→	tobacco	use	→	lung	cancer Open, unblocked
3 opium	use	←	age	→	lung	cancer Open, unblocked
4 opium	use	←	age	→	tobacco	use	→	lung	cancer Open, unblocked
5 opium	use	←	sex	→	tobacco	use	→	lung	cancer Open, unblocked
6 opium	use	←	propensity	to	use	substances	←	age	→	tobacco	use	→	lung	cancer Open, unblocked
7 opium	use	←	propensity	to	use	substances	←	age	→	lung	cancer Open, unblocked
8 opium	use	←	age	→	propensity	to	use	substances	→	tobacco	use	→	lung	cancer Open, unblocked
9 opium	use	←	sex	→	tobacco	use	←	age	→	lung	cancer Closed, blocked

10 opium	use	←	sex	→	tobacco	use	←	SES	→	propensity	to	use	substances	←	age	→	lung	
cancer

Closed, blocked

11 opium	use	←	propensity	to	use	substances	←	SES	→	tobacco	use	←	age	→	lung	cancer Closed, blocked
12 opium	use	←	propensity	to	use	substances	→	tobacco	use	←	age	→	lung	cancer Closed, blocked

SES, socioeconomic status.
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Example 2.7c. Confounding by backdoor paths in the DAG for opium consumption and lung cancer (continued)

In the example of Table 2.5, 12 backdoor paths are noted in a partial list of all the backdoor paths between 
opium use and lung cancer, of which only eight are open (1–8). The four that are blocked (9–12) are blocked 
because	they	contain	a	collider	(e.g.	sex	→	tobacco	use	←	age,	sex	→	tobacco	use	←	SES,	propensity	to	use	
substances	←	SES	→	tobacco	use,	or	propensity	to	use	substances	→	tobacco	use	←	age).	The	eight	unblocked	
paths all contain sex, age, or propensity to use substances; all of these unblocked paths could be blocked (i.e. 
removing all the confounding created by these forking paths) by controlling for these three variables. Although 
some of these variables are colliders on other paths and could thus open new paths, the new paths would all 
be blocked by one of the three variables in the set used to remove the confounding (Fig. 2.12). For example, 
propensity	 to	use	substances	 is	a	collider	on	 the	path	SES	→	propensity	 to	use	substances	←	age;	 if	 it	were	
somehow	possible	 to	measure	 and	 adjust	 for	 propensity	 to	 use	 substances	 through	 stratification,	 regression,	
or some other method, a path would be opened between SES and age such that there would now be an open 
backdoor	path:	opium	use	←	propensity	to	use	substances	←	SES	-	-	-	age	→	lung	cancer.	However,	this	path	is	
already blocked by adjusting for propensity to use substances and sex; thus, no new bias is created. The key point 
here is that there may be instances where it is in fact necessary to control for a collider on a backdoor path from 
the	exposure	to	the	outcome	to	remove	all	the	bias.	This	is	fine	as	long	as	any	new	paths	opened	up	by	controlling	
for the collider are blocked.

Fig. 2.12. Example	of	directed	acyclic	graph	for	a	study	of	a	possible	causal	effect	of	opium	use	on	lung	cancer,	
adjusted for age, sex, and propensity to use substances. SES, socioeconomic status. Dashed lines represent 
associations created by conditioning on a collider.
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The eight unblocked paths also contain tobacco use or age (or both), so one could also adjust for both of these 
and block all the unblocked backdoor paths; however, note that tobacco use is a collider in each of the closed paths, 
so adjusting for tobacco use would open new pathways (Fig. 2.13). Nonetheless, although adjusting for tobacco 
use does open new pathways, none of them leads to a new unblocked backdoor path (confounding pathway) 
from opium use to lung cancer after adjusting for tobacco use and age, so this would also be an appropriate set. 
Because	propensity	to	use	substances	may	be	difficult	to	measure	in	practice,	adjustment	for	age	and	tobacco	
use may be an easier strategy.
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Example 2.7c. Confounding by backdoor paths in the DAG for opium consumption and lung cancer (continued)

Fig. 2.13.	Example	of	a	directed	acyclic	graph	for	a	study	of	a	possible	causal	effect	of	opium	use	on	lung	cancer,	
adjusted for tobacco use and age. SES, socioeconomic status. Dashed lines represent associations created by 
conditioning on a collider. 
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In Fig. 2.14,	one	variable	is	added:	yellow	fingers,	which	is	an	effect	of	tobacco	use.	The	variable	“yellow	fingers”	
is	a	descendant	of	tobacco	use	(i.e.	a	variable	affected	by	tobacco	use),	because	it	is	possible	to	follow	a	directed	
path	to	get	from	tobacco	use	to	yellow	fingers.	This	demonstrates	that	adjustment	for	the	descendant	of	a	collider	
partially	adjusts	for	the	collider	itself;	in	this	instance,	adjusting	for	yellow	fingers	(alone)	would	partially	open	a	
path between each of the parents. Although this may seem a silly example, it is meant to illustrate the approach 
used when investigators adjust for variables as a proxy solution in a situation where information on the variable 
they would have liked to adjust for (here, tobacco use) is missing. (text continues on page 42)

Fig. 2.14. Illustrative	example	of	a	directed	acyclic	graph	for	a	study	of	a	possible	causal	effect	of	opium	use	on	
lung cancer, as shown in Fig. 2.11,	with	an	additional	variable	(yellow	fingers).	SES,	socioeconomic	status.	
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(b) Implications for study results

Sensitivity analyses can also be 
used to assess whether the size of 
the association between the expo-
sure and the outcome would be larger 
than that observed had the bias been 
absent and, therefore, whether the 
data still suggest a cancer hazard. 
If	 the	 analysis	 involved	 a	 sufficient	
set of variables, confounding bias 
might still be present if some unob-
served (or unobservable) variables 
were missing in the original DAG. 
Additional sensitivity analyses (Arah 
et al., 2008; VanderWeele and Arah, 
2011; Arah, 2017), including analyses 
based on negative control exposures 
or outcomes (Flanders et al., 2022), 
can be carried out to explore this 
further (see Chapter 3).

2.4.2 Information bias

Another key source of bias that must 
be contended with in epidemiological 
research is information bias (Lash 

et al., 2021). As noted in the Preface, 
information bias results from the 
mismeasurement	 or	 misclassifica-
tion of key variables. This section 
discusses ways of using DAGs to 
visualize	 different	 types	 of	 informa-
tion bias when beginning to assess 
the possible impact that any mismea-
surement of variables may have. 
This concept is discussed further in 
Chapter 4.

To obtain unbiased estimates of 
causal	 effects,	 accurate	 information	
is needed about the variables used 
in the study. Information bias occurs 
when the variables are not perfectly 
measured, and the mismeasured 
versions	 lead	 to	 a	 difference	 between	 
the	 causal	 effect	 and	 the	 observed	
effect.	 For	 example,	 in	 the	 above- 
mentioned study of opium use and 
lung cancer, suppose that the study 
investigators assessed opium use 
with a questionnaire. Not all partici-
pants would provide accurate infor-
mation about the amount of opium 
they typically used, for several 
reasons. Some may not accurately 
remember, and some may not want to 
tell the researchers, because opium 
use is usually illegal. Furthermore, 
if opium use was assessed after the 
lung cancer had already occurred, as 
may happen in a case–control study, 
it is possible that if the participants in 
the study thought there was a relation 
between opium use and lung cancer, 
the investigators may get more accu-
rate information about those with lung 
cancer than those without; this could 
lead to a biased estimate of the true 
effect	(often	referred	to	as	recall	bias).

(a) Types of variables affected

All variables can be mismeasured 
to some degree. Although measure-
ment error can be used as a catch-all 

term for mismeasured variables, 
mismeasurement that occurs in 
continuous variables is referred to 
as measurement error, whereas mis- 
measurement that occurs in cate-
gorical variables is referred to as 
misclassification.	 In	both	cases,	 it	 is	
possible to explore the impact of any 
potential bias created by the lack of 
perfect correspondence between the 
true value of a variable and its mea- 
sured	version.	The	next	section	first 
focuses on exposures and then dis- 
cusses confounders.

(b) Identification with DAGs

Measurement	 error	 and	 misclassifi-
cation can be depicted in DAGs, as 
demonstrated by Hernán and Cole 
(2009). With their approach, each 
factor in an analysis is represented 
with two variables: the true underlying 
variable and the measured version 
of that variable. Although the true 
version	 is	 almost	 never	 identified,	 a	
measurement approach is generally 
chosen that should be closely corre-
lated with the actual values of the true 
variable to be measured.

Example 2.8 describes the heu- 
ristic (Lash, 2007) that many re- 
searchers rely on when they note 
in their discussion sections that 
non-differential	 measurement	 error	
was likely to have biased their results 
towards	no	effect,	despite	the	fact	that	
this can be incorrect in a number of 
circumstances (van Smeden et al., 
2020; Yland et al., 2022). In actuality, 
the structures can become more 
complex, and the direction of the 
bias can become unpredictable (at 
least in aggregate), as will be demon-
strated. However, where the bias is 
probably towards the null, those who 
are simply trying to identify a non-null 
causal link between an exposure and 

Given a DAG that describes 
the data-generation process 
under study, researchers and 
reviewers can determine whether 
a	 particular	 study	 sufficiently	
accounted for confounding bias. 
The rules given in this chapter 
can be used to check whether the 
analysis	adjusted	for	a	sufficient	
set of variables to remove all 
the confounding. If it becomes 
apparent that some confounding 
paths were not properly blocked, 
simple sensitivity analyses can 
be used to assess the magnitude 
of the residual confounding bias 
and whether this bias is likely 
to fully explain the observed 
association (see Chapters 3 and 
6 for more details).

Key message
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an outcome, and not the magnitude of 
the	effect,	might	be	able	to	focus	less	
on this bias, because any observed 
association would probably have 
been stronger had the bias been 
absent.

This measurement error can be 
classified	 as	 independent,	 because	
the error terms are independent of 
each	 other,	 and	 non-differential,	
because the error terms do not 
depend on the actual value of any 
other variable. Here, we focus on 
the	 distinction	 between	 differential	

and	 non-differential	 error	 and	 leave	
a discussion of dependent and inde- 
pendent error to Side Box 2.6. For an 
exposure,	 non-differential	 measure-
ment error (using measurement error 
as a catch-all term here) typically 
means that the amount of measure-
ment error in the exposure does not 
depend on the actual value of the 
outcome	 (although	 non-differenti-
ality	 could	 be	 defined	 with	 respect	
to another key variable in the study). 
In many situations, the existence 
of	 non-differential	 error	 leads	 to	 the	

expectation of a bias towards the 
null. However, because DAGs do not 
imply anything about the magnitude 
of	 the	 effect	 of	 the	 arrows,	 it	 is	 not	
possible to say how much bias there 
will	be;	therefore,	some	may	not	find	
adding nodes for measurement to be 
beneficial.	Quantitative	bias	analyses	
(Fox et al., 2021a) can be quite helpful 
in this situation, as discussed in 
Chapter 4.

When	there	is	differential	measure-
ment error, there is no predict-
able direction of the bias; it can be 

 Example 2.8a. Depiction	of	non-differential	measurement	error	 in	a	DAG	for	red	meat	consumption	and	 
 colorectal cancer

The DAG in Fig. 2.15a shows the presumed data-generation process for a study of the relation between red meat 
consumption and CRC. For simplicity, assume that there are no shared causes of the two variables. A measured 
version of each variable is also represented with the same variable name but with an asterisk * (indicating that this 
is	the	measured	version).	For	each	variable,	the	measured	version	is	affected	by	the	true	variable;	this	creates	an	
association between them. This is essential, because if there were no relation, there would be no reason to use 
the measured version.

Fig. 2.15b shows the same DAG, but the associated error terms are added, denoted by U with a subscript 
label	related	to	the	variable	of	interest;	these	explain	the	difference	between	the	measured	and	true	versions	of	
the	variable.	Adding	these	error	terms	allows	for	the	description	of	different	types	of	measurement	error,	which	
can	have	different	impacts	on	the	results,	and	therefore	on	the	inferences	to	be	drawn	from	the	study.	In	a	study	
in	which	the	authors	estimate	the	effect	of	red	meat	consumption	on	CRC,	what	can	in	fact	be	estimated	is	the	
association between red meat consumption* and CRC*. Assuming that the measurement error in each does not 
depend on any other variable, in a very simple scenario, the association between red meat consumption* and 
CRC*	might	be	expected	to	be	attenuated	compared	with	the	true	effect	of	red	meat	consumption	in	causing	CRC,	
because red meat consumption* and CRC* are imperfect proxies for the true versions. (text continues on page 46)

Fig. 2.15.	Directed	acyclic	graphs	for	a	study	of	a	possible	causal	effect	of	red	meat	consumption	(RM)	on	risk	
of colorectal cancer (CRC): (a) representing the data-generation process, as well as measured versions of each 
variable (each represented with an asterisk); (b) with the addition of an associated error term (U) for each variable.

RM CRC

RM* CRC*

a b

URM UCRC

RM CRC

RM* CRC*

Fig. 2.15
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towards or away from the null, and 
even our intuitions on the direction 
can sometimes be wrong (Greenland 
and Robins, 1985). Chapter 4 shows 
that having good information about 
the amount of measurement error in 
a	 variable	 stratified	 by	 any	 variable	
the error might depend on is the key 
to assessing the likely direction and 
magnitude of the bias.

Note that DAGs cannot indicate 
the magnitude of bias created by any 
information bias. See Chapter 4 for 

sensitivity analyses that enable the 
expert reviewer to consider whether 
information bias could meaningfully 
change causal conclusions from indi-
vidual studies.

2.4.3 Selection bias

Although modern approaches to de- 
fining	selection	bias	have	focused	on 
the use of causal diagrams, not all 
selection bias can be easily described 
using a DAG. Therefore, the focus 

here is on a mechanism by which 
selection	 bias	 occurs.	 As	 defined	
in the Preface, selection bias can 
occur when entry into or retention in 
a study is related to both the expo-
sure and the outcome, although it 
should be noted that it can also occur 
because of the ways in which people 
are selected into analytical groups. In 
other words, selection biases create 
an association between exposure 
and outcome because of the way 
in which people are selected into or 

 Example 2.8b. Depiction	of	differential	measurement	error	in	a	DAG	for	red	meat	consumption	and	colorectal	 
 cancer

The DAG of Fig. 2.16 takes the DAG of Fig. 2.15b as a starting point but adds an arrow from CRC to URM. In this 
situation,	the	error	in	red	meat	consumption	is	affected	by	the	true	CRC	status.	This	is	an	instance	of	differential	
measurement error, such as recall bias. For example, if the data on red meat consumption were collected before 
the cancer diagnosis, as would be depicted in the DAG of Fig. 2.15, it might be reasonable to assume that the error 
in information about red meat consumption is unrelated to whether a person develops CRC. However, if data on 
red meat consumption were collected by self-report after a diagnosis of CRC, the DAG in Fig. 2.16 might be more 
likely,	because	misreporting	of	red	meat	consumption	might	be	different	between	those	who	did	and	did	not	have	
a diagnosis of CRC. This could occur in retrospective studies because those who have a diagnosis may spend 
more time trying to assess their exposures and may recall them more accurately than those who do not have a 
diagnosis. Alternatively, if people with a diagnosis believe that the cancer was caused by red meat consumption, 
they might overreport their red meat consumption compared with those who did not have a diagnosis (Lash 
et al., 2021).	The	key	point	with	differential	measurement	error	is	that	the	error	in	one	variable	is	related	to	the	
actual value of a second key variable (e.g. error in red meat consumption is related to actual CRC status). Thus, 
differential	exposure	measurement	error	typically	means	that	the	amount	of	measurement	error	in	the	exposure	
does	depend	on	the	actual	value	of	the	outcome	(although	it	could	be	defined	with	respect	to	another	key	variable	
in the study). (text continues on page 46)

Fig. 2.16.	Directed	acyclic	graph	for	a	study	of	a	possible	causal	effect	of	red	meat	consumption	(RM)	on	risk	of	
colorectal cancer (CRC), as well as measured versions of each variable (each represented with an asterisk) and 
the associated error term (U)	for	each	variable,	representing	independent,	differential	measurement	error.

URM UCRC

RM CRC

RM* CRC*

Fig. 2.16
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 Side Box 2.6. Dependent error

With respect to information bias, an informative scenario to consider is presented in Fig. 2.17; the error terms 
(unknown causes) are unrelated to the actual values of any other key analytical variables, but the error terms for 
both the exposure, URM, and the disease, UCRC, have a shared cause, URM-CRC. This may occur if the same source 
(perhaps self-report) was used for both the exposure and the outcome. In such situations, the errors in the two 
variables	are	correlated,	leading	to	non-differential	but	dependent	measurement	errors.	This	is	also	sometimes	
referred to as common-method or common-source bias (Podsakoff	et al., 2003). In this situation, as was true in 
each of the previous DAGs (Fig. 2.15), because both red meat consumption and CRC were mismeasured, one 
would expect error in both variables. However, unlike in the previous two DAGs, the errors here are correlated 
with each other. This may be easiest to understand with a dichotomous exposure and a dichotomous outcome. If 
the	red	meat	consumption	(high	or	low)	of	10%	of	study	participants	was	incorrectly	classified	and	the	CRC	status	
(yes	or	no)	of	10%	of	study	participants	was	incorrectly	classified,	then	one	would	expect	misclassification	on	both	
variables for 1% (the product of those two percentages) of study participants. However, in the DAG of Fig. 2.17, 
because	the	errors	are	correlated	or	dependent,	one	would	expect	misclassification	on	both	variables	for	more	
than 1% of study participants. This is because if self-report was used for both the exposure and the outcome, 
people who are more likely to overreport their exposure might be more likely to overreport their outcome, and vice 
versa. In this scenario, as demonstrated in articles by Kristensen (1992) and Chavance and Dellatolas (1993), 
small	amounts	of	non-differential	but	dependent	measurement	error	can	lead	to	strong	bias	away	from	the	null	for	
a	truly	null	effect.	Thus,	to	obtain	valid	estimates	of	the	effect	of	an	exposure	on	an	outcome,	it	is	critical	to	separate	
the sources for data on key variables in the study (Brennan et al., 2021). For example, if self-report was being used 
for red meat consumption, a medical record could be used to obtain information on the CRC diagnosis. Both could 
still be measured with error, but because the errors would not be correlated, the impact of the bias would often be 
smaller.	Bias	analyses	are	quite	difficult	to	implement	for	dependent	errors;	therefore,	IARC Monographs Working 
Groups should be cautious when reviewing studies that may contain dependent error.

Fig. 2.17. Directed acyclic graph representing the data-generation process for red meat consumption (RM) and 
colorectal cancer (CRC), as well as measured versions of each variable (each represented with an asterisk) and 
the associated error term (U)	for	each	variable,	representing	dependent,	non-differential	measurement	error.

URM UCRC

RM CRC

RM* CRC*

URM-CRC

Fig. S2.17Although	this	is	not	shown	here,	errors	in	measurement	can	also	be	both	dependent	and	differential,	creating	
a very unpredictable and potentially strong bias. In such situations, it can be nearly impossible to assess the true 
underlying	causal	effect	of	an	exposure	on	an	outcome.	(text continues on page 47)
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out of a study. In nearly all studies, 
except those that use a census of the 
study population such that there is no 
selection into the study, participants 
are selected into the study either by 
the investigators or by their self-se-
lection into the study (or a combina-
tion of the two). Selection alone does 
not always lead to selection bias; it is 
only when the forces that lead people 
to be selected into or out of a study or 
the ways in which researchers select 
people into or out of analytical groups 
distort	 the	 true	 causal	 effect	 for	 the	
target population, leaving a biased 
association (see Chapter 5 for more 
information). With causal diagrams, it 
is easier to demonstrate when selec-
tion bias occurs. For now, note that 
an example of selection bias would 
be selection on or adjustment of a 
shared	effect	of	the	exposure	and	the	
outcome (i.e. a collider). 

(a) Description and mechanisms

As is shown in more detail in 
Chapter 5, selection bias is a common 
issue across all study designs (Lash 
and Rothman, 2021). In randomized 
trials, there can be selection bias due 
to loss to follow-up. In cohort studies, 
selection bias can arise because of 
how the cohort is selected. Case–
control studies can have selection 
bias due to inappropriate choice of 
control participants. This is not an 
exhaustive list but underscores the 

ubiquity of the problem. This section 
connects the commonality of these 
biases via DAGs.

(b) Depiction and identification 
with DAGs

Section 2.2.4 reviews how a closed 
backdoor path can be opened by 
conditioning on a collider (or a de- 
scendant of a collider) on that path- 
way. Such collider biases can occur 
from selection into the analytical 
dataset (Example 2.9).

Next, Example 2.10 elaborates on 
this simple causal DAG in the setting 
of a case–control study.

Loss to follow-up in any longitu-
dinal study (e.g. randomized trials 
or cohort studies) can also create a 
selection bias, which can be depicted 
through conditioning on a collider in 
a causal diagram. In situations where 
loss to follow-up creates a bias, the 
time under observation in the study 
is related to the exposure and the 
outcome (Example 2.11).

Note that there are other ways in 
which loss to follow-up can be drawn 
in DAGs, but all of these structures 
reduce to the same issue: if we 
analyse only people who happened 
to continue to be observed in the 
study without further adjustment, we 
might be conditioning on a collider or 
a descendant of a collider in a path 
between exposure and outcome, as 
drawn in the DAG.

Examples 2.10 and 2.11 are only 
two ways in which causal graphs 
may depict selection bias; Chapter 5 
describes others in detail. Let us now 
turn our attention to what can be done 
to avoid, address, or mitigate selec-
tion bias, and the role of DAGs in that 
process.

(c) Implications for study results

What can be done about selection 
biases?	 Returning	 to	 the	 DAGs	 in	
Fig. 2.20, there would be no biasing 
pathway if there were no box around 
S. But this, of course, is not usually 
a realistic situation and is beyond the 
control of someone trying to analyse or 
review existing data. However, when 
studies have loss to follow-up greater 
than some de minimis value (e.g. 
5%), the approaches to evaluating 
the sensitivity of results described in 
Chapter 5 could be helpful.

Selection bias can sometimes be 
minimized by design. For example, 
choosing control participants in a 
case–control study such that it is 
unlikely that a path exists between 
the proposed causal agent and the 
selection of the control group mini-
mizes the bias created in the DAG in 
Fig. 2.19a, even if it cannot be guar-
anteed to prevent it completely. As 
another example, in studies where 
outcome assessments are obtained 
from routinely collected data rather 
than onerous study visits, loss to 
follow-up may be minimized through 
this reduced participant burden 
(although at a potential cost of infor-
mation bias).

Even if selection bias has not 
been minimized by design, reviewers 
can use DAGs to ensure that in the 
studies being evaluated the analyt-
ical steps were taken to mitigate the 
bias to the best extent possible with 
the available data. The graph for loss 
to follow-up in Fig. 2.20b shows that 
the open pathway can be closed by 
adjusting for a variable on the newly 
opened path, namely SES. Chapter 5 
describes in more detail the options 
for these adjustments, as well as 
ways to reason about the direction 

Selection bias can be produced 
at the time of study entry, at the 
time of sampling into a study, at 
the time of selection out of a study 
(e.g. loss to follow-up), or during 
analysis (analytical selection).

Key message
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and magnitude of bias when adjust-
ment is not possible.

2.5 DAGs and multiple sources 
of bias

2.5.1 Identifying multiple 
sources of bias

As noted previously, the full data-gen-
eration process can be represented in 
DAGs by including those sources of 
bias that occur in the population (e.g. 
confounding) and those that occur 
because of the study (e.g. selection 
bias and information bias); this will 
allow for a full picture of the ability 
of	 a	 study	 to	 identify	 causal	 effects	
from the observational data. When 
assessing the full impact of bias on 
study results, it may be necessary 

to think through how sources of bias 
interact with each other. It is not 
immediately clear from looking at a 
DAG whether two sources of bias will 
be additive in terms of their impact on 
study results or, if they act in opposite 
directions, whether they might cancel 
each other out (Greenland, 2005).

A simple scenario of how two 
sources of bias might interact with 
each other is information bias (in 
the measurement of exposures, 
outcomes, or other variables) 
and confounding. Suppose that a 
DAG representing the underlying 
data-generation process is used to 
identify	 a	 sufficient	 set	 of	 variables	
to control for all the confounding. 

With respect to DAGs and re-
view panels, perhaps the most 
useful implication of DAGs for 
selection bias is in identifying 
when selection bias is likely in 
a published study, and then us-
ing DAGs as a guide to inform 
a possible bias analysis (Fox 
et al., 2021b; Chapter 4) or sen-
sitivity analysis for whatever re-
maining biases exist within the 
evidence at hand.

Key message

 Example 2.9. Depiction of collider bias (by hospitalization) 

Suppose, for a study of the association between red meat consumption and CRC, that the DAG in Fig. 2.18a 
depicts the data-generation process but that in this situation the study being reviewed was conducted only among 
hospitalized patients. In other words, the study design conditioned on hospitalization, as shown in the DAG in 
Fig. 2.18b.	Conditioning	on	hospitalization	opens	up	the	path	red	meat	consumption	→	hospitalization	←	CRC;	
therefore, there is an open path between red meat consumption and CRC other than the causal path of interest, 
and this new open path could explain any observed association between red meat consumption and hospitalization 
in the dataset. (text continues on page 50)

Fig. 2.18. Simple selection-bias diagrams showing (a) selection on hospitalization as a collider and (b) bias from 
conditioning on hospitalization. The dashed line represents an association created by conditioning on a collider.

Red meat Colorectal cancer

Hospitalization

Red meat Colorectal cancer

Hospitalization

a

b

Fig. 2.18
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Example 2.10. Selection bias in a DAG for opium consumption and lung cancer

Consider	an	investigation	of	the	effects	of	opium	use	on	lung	cancer	that	included	a	case–control	study	in	which	
participants in the control group were selected from hospitalized patients. Let S denote an indicator of being 
included in the case–control study. In a case–control design, there is an arrow from the outcome to selection 
(lung	cancer	→	selection	[S])	by	definition:	having	lung	cancer	(Y = 1) increases the probability of being selected 
into the study as a case participant (S = 1). Ideally, control participants are selected so that they represent the 
exposure distribution that gave rise to the case diseases; therefore, there should be no arrow from the exposure 
to selection (Fig. 2.19a). However, perhaps in this hypothetical study control participants were selected who had 
been hospitalized for other reasons, and people who were hospitalized were more likely to be older than the 
general population. In that situation, the DAG may look more like the DAG in Fig. 2.19b, where this choice of control 
participants	creates	a	biasing	pathway	(lung	cancer	-	-	-	age	→	opium	use).	Side Box 2.7 describes selection bias 
in matched case–control studies. (text continues on page 50)

Fig. 2.19. Selection-bias diagram showing (a) selection (S) as a collider and (b) bias from conditioning on selection 
in a case–control study with control participants selected from among people with a condition related to the 
exposure. The dashed line represents an association created by conditioning on a collider.

Opium Lung
cancer

S S
Age

Opium Lung
cancer

Age

Fig. 2.19

a b

 Side Box 2.7. Selection bias in matched case–control studies

Note that the type of biasing pathway shown in Example 2.10 also occurs in matched case–control studies in which 
confounders of exposure and outcome are chosen as matching factors. The matching creates a selection bias; this 
is why in such studies it is necessary to adjust for matched variables to remove the bias (i.e. block the backdoor 
path that is opened by the matching). Matching in a case–control study does not remove confounding, as is often 
thought;	rather,	 it	creates	an	efficient	population	within	which	to	control	for	the	confounding.	This	is	sometimes	
referred to as selection bias by design. (text continues above)
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However, suppose in addition that 
there is an imperfect measure of 
the key confounders. Although the 
DAG can show which variables are 
necessary to remove the impact 
of confounding, the mismeasure-
ment of those variables can lead to 
imperfect control. If the mismea-
surement is severe enough, the 
residual confounding will be quite 
strong. Approaches to evaluating 
the direction and magnitude of such 
residual confounding are described in 
Chapter 3.

2.5.2 Representing and 
identifying multiple sources  
of bias in a DAG

Representing the data-generation 
process to identify confounding, 
adding selection nodes to represent 

the selection of the study popula-
tion and possibly nodes to represent 
selection out of the study (i.e. loss 
to follow-up), and adding nodes to 
represent the measured version of 
each variable and any biasing struc-
tures related to the error terms can 
create a very complex DAG. Although 
this process would ideally be followed 
for all variables, it may be helpful to 
focus on the variables that represent 
the largest sources of bias. However, 
this is challenging, because without 
knowing the impact that a particular 
source of bias has (say through a 
bias analysis method, described in 
later chapters), we are left with our 
intuition and our expert experience 
as to which biases are most impor-
tant. It is recommended to start with 

as complete a DAG as possible for a 
particular study or set of studies and 
then remove biasing pathways that 
are thought to have minimal impact on 
the study results. See Chapter 6 for 
methods on this topic for triangulation.

2.6 Signed DAGs

The DAGs introduced thus far do 
not directly indicate the direction 
of	 a	 bias,	 but	 signed	DAGs	offer	 an	
approach that aids in identifying the 
direction of a bias. While signed 
DAGs can clarify many forms of bias 
(VanderWeele and Hernán, 2012), 
the focus here is on their use in under-
standing confounding. Suppose that 
an IARC Monographs Working Group 
is considering one uncontrolled 

Example 2.11. Depiction of collider bias (from loss to follow-up) 

Consider a hypothetical cohort study of opium consumption, as shown in Fig. 2.20a, in which opium use is directly 
related to why participants continue to be observed in the study (i.e. were not lost to follow-up), and in which SES 
affects	both	cancer	risk	and	the	likelihood	of	remaining	observed.	This	might	occur	if	people	who	use	opium	are	
less likely to continue in a study than those who do not. Here again, there is a collider on the pathway opium 
use	→	selection	←	SES	→	lung	cancer.	If	the	collider	on	this	pathway	were	not	conditioned	on,	it	would	not	create	
any bias because this path is closed due to the collider. Because in this situation selection represents loss to 
follow-up,	by	definition	selection	has	been	conditioned	on,	because	it	is	only	possible	to	analyse	people	for	whom	
there are data, and this gives the DAG in Fig. 2.20b, which now has an open unblocked backdoor path from opium 
use	to	lung	cancer:	opium	use	-	-	-	SES	→	lung	cancer.	(text continues on page 50)

Fig. 2.20. Simple selection-bias diagram showing (a) loss to follow-up as a collider (S) and (b) bias from conditioning 
on loss to follow-up. S, selection; SES, socioeconomic status. The dashed line represents an association created 
by conditioning on a collider.
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(dichotomous) confounder that does 
not	modify	the	effect	of	the	exposure	
on	the	outcome	on	the	chosen	effect	
measure scale (e.g. relative risk or 
risk	difference)	and	wishes	to	under-
stand whether this source of uncon-
trolled confounding is likely to explain 
all or some of the observed non-null 
association.

Signed DAGs are augmented to 
contain	 +	 or	 −	 symbols	 along	 the	
arrows to indicate the net or average 
direction	of	 the	effect	 (VanderWeele 
et al., 2008). A positive sign (+) indi-
cates that an increase in (or the pres-
ence of) the variable at the tail of the 
arrow leads to an average increase 
(or no change) in the variable at the 
arrowhead, while a negative sign 
(−)	 indicates	 that	 an	 increase	 in	 (or	
the presence of) the variable at the 

tail of the arrow leads to an average 
decrease (or no change) in the vari-
able at the arrowhead (see Side 
Box 2.8).

When one thinks about paths that 
can run between several variables  
and therefore have several arrows, 
rather than a path that is simply 
between two variables and has a 
single arrow, the sign of a path in a 
signed DAG is given by the product 
of the signs of its component arrows. 
An IARC Monographs Working 
Group that is interested in assessing 
the likely direction of confounding 
can begin by augmenting an existing 
DAG (as described in the previous 
sections)	with	these	+	or	−	symbols	to	
represent the well-informed hypothe-
sized direction of the relations.

To demonstrate how signed DAGs 
work, Example 2.12 extends the sim- 
ple DAG shown in Fig. 2.4b. With two 
arrows and two possible signs that 
could be applied to the arrows, there 
are four possible scenarios and two 
possible results; a positive sign in the 
result describes the direction of the 
confounding as representing positive 
or upward bias (i.e. the bias leads to 
an observed estimate that is higher 
than	 the	 true	effect),	and	a	negative	
sign represents negative or down-
ward bias (i.e. the bias leads to an 
observed estimate that is lower than 
the	true	effect).	The	net	direction	of	the	
confounding created by each scenario 
follows the multiplication rules of 
positive and negative numbers, as 
shown in Table 2.6 and Fig. 2.23. 

 Side Box 2.8. Interpreting lack of change in signed DAGs

When	interpreting	signed	DAGs,	it	may	seem	odd	that	“or	no	change”	is	included;	it	might	be	assumed	that	having	
no	arrow	would	 imply	no	change.	This	would	be	a	 reasonable	assumption,	but	a	 lack	of	an	arrow	specifically	
implies	 no	 effect	 of	 the	 exposure	 on	 the	 outcome	 for	 any	 individual	 in	 the	 population	 (i.e.	 the	 sharp	 null).	 In	
contrast,	there	could	be	no	average	effect	in	the	presence	of	an	arrow	if	the	number	of	people	who	experienced	
harmful	effects	was	the	same	as	the	number	of	people	who	experienced	preventive	effects,	such	that	the	observed	
association averaged to the null. This might occur if the exposure prevented the outcome for some people in the 
population and caused it for other people, as might occur for seat belt use and death in an automobile accident. 
Although in this example it would be unlikely that the number of people for whom the exposure causes the outcome 
would be the same as the number of people for whom it prevents the outcome, in some exposure–outcome pairs 
such	a	result	may	be	possible.	In	such	a	situation,	on	average,	the	exposure	would	be	inferred	to	have	no	effect,	
even though for some people the exposure caused the outcome and for other people it prevented the outcome.

In this chapter, signs are only used in signed DAGs under the weak monotonicity assumption of non-decreasing 
(i.e.	positive)	or	non-increasing	(i.e.	negative)	average	causal	effects	to	assess	the	sign	or	direction	of	uncontrolled	
confounding due to an unmeasured confounder. Under this monotonicity assumption, a positive average monotonic 
effect,	depicted	as	a	positive	sign	on	an	arrow,	means	that	increasing	the	value	of	the	variable	at	the	tail	of	the	
arrow always increases or leaves unchanged the average value of the variable at the arrowhead, for all values of 
the other covariates adjusted for in the analysis, in the entire population. Similarly, a negative average monotonic 
effect,	depicted	as	a	negative	sign	on	an	arrow	in	the	DAG,	means	that	increasing	the	value	of	the	variable	at	the	
tail of the arrow always decreases or leaves unchanged the average value of the variable at the arrowhead, for all 
values of the other covariates adjusted for in the analysis, in the entire population. (text continues above)
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 Example 2.12a. Depiction of signed DAGs

In	this	example,	there	is	a	concern	that	a	family	history	of	CRC	might	confound	an	estimate	of	the	effect	of	red	meat	
consumption on CRC, as in Fig. 2.21. Furthermore, suppose that the study results indicated an increased risk of 
CRC associated with red meat consumption. As explained earlier in this chapter, the unblocked backdoor path red 
meat	consumption	←	family	history	of	CRC	→	CRC,	which	represents	a	source	of	confounding	bias,	would	need	to	
be	addressed	to	determine	the	causal	effect	of	red	meat	consumption	on	CRC.	If	the	study	being	assessed	did	not	
control for family history of CRC, then before dismissing the study, the IARC Monographs Working Group would 
want	to	decide	whether	the	uncontrolled	confounding	might	explain	the	finding.	In	other	words,	the	reviewers	would	
want to know: if family history of CRC had been controlled for in the analysis of the study, is it at least possible that 
the	true	effect	would	have	been	null?	Here,	signed	DAGs	can	help.

Fig. 2.21. Fork structure denoting confounding by family history of colorectal cancer in a study of a possible causal 
effect	of	red	meat	consumption	on	risk	of	colorectal	cancer.

Red meat Colorectal cancer

Fig. 2.21

Family history 
of colorectal cancer

The	first	step	in	using	a	signed	DAG	is	to	hypothesize	about	the	direction	of	the	effect	of	the	blue	arrows.	The	
arrow from red meat consumption to CRC has been left grey to indicate that this is the causal relation that is to be 
assessed. Fig. 2.22 shows the hypotheses about the blue arrows. On average, a family history of CRC is expected 
to increase the risk of developing CRC, perhaps due to a genetic predisposition; this is depicted with a positive sign 
to indicate a positive association. Furthermore, a family history of CRC is hypothesized, on average, to decrease 
red meat consumption, given the awareness of a potential link between the two and a desire of people with a 
family history of CRC to avoid developing the disease. This hypothesis of a negative association is depicted with 
a negative sign in the DAG. In this scenario, it is possible to identify the likely expected direction of this bias. (text 
continues on page 56)

Fig. 2.22. Signed DAG for assessing the direction of confounding by family history of colorectal cancer in a study 
of	a	possible	causal	effect	of	red	meat	consumption	on	risk	of	colorectal	cancer.
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If both arrows are positive (repre-
sented by + signs) or negative (repre-
sented	by	−	signs),	the	likely	direction	
of the net bias will be positive or 
upwards (represented by a + sign), 
because multiplying two numbers 
with the same sign will result in a 
positive number. If the two arrows 
have opposite signs, the likely direc-
tion of the net bias will be negative or 
downwards (i.e. towards the null for a 
positive association), represented by 
a	−	sign.

If the signs of the uncontrolled con- 
founding and the observed (biased) 
study estimate are opposite, it could 

be concluded that the true bias-ad-
justed	effect	would	have	been	in	the	
same direction as observed in the 
biased study estimate. Such cases 
can still allow imperfect evidence to 
contribute informative information to 
support, rather than detract from, a 
given evaluation.

2.7 Use of DAGs in evidence 
synthesis

In the synthesis of the evidence 
across a number of studies with 
different	 study	 designs	 and	 different	
study populations, there is unlikely 

to be a single DAG that can describe 
the data-generation process in full. 
However, it can be helpful in evidence 
synthesis to begin with a working DAG 
that	can	be	adapted	to	study-specific	
assessments to identify the potential 
limitations of each study and identify 
a set of variables that are likely to be 
necessary to control for confounding. 
It is also helpful for a group conducting 
evidence synthesis to work through 
the working DAG to ensure that 
assumptions are clearly understood 
between the group members and to 
identify areas of disagreement.

 Example 2.12b. Using signed DAGs to determine the possible impact of biases

Returning to the signed DAG in Fig. 2.22, because the arrow from family history of CRC to CRC is positive and 
the arrow from family history of CRC to red meat consumption is negative, the probable net bias in the association 
between red meat consumption and CRC in a study in which family history of CRC was not adjusted for would 
be downwards or negative. This means that if a positive association (e.g. relative risk [RR] = 1.6) was observed 
between red meat consumption and CRC, because the bias was likely to be downwards (towards the null), if there 
had	been	data	on	family	history	of	CRC	and	it	was	adjusted	for,	the	estimate	of	the	effect	would	be	expected	to	be	
even larger than what was observed (in this example, RR > 1.6). In other words, because the negative uncontrolled 
confounding from the signed DAG and the estimated positive association from the study have opposite signs, the 
observed	association	probably	underestimated	the	unobserved	effect	adjusted	for	the	unmeasured	confounder.	
Accordingly, such a study could not be dismissed, given that the goal was to determine whether consumption of 
red	meat	is	carcinogenic	and	not	the	magnitude	of	the	effect	(which	would	indeed	be	biased).

Suppose, however, that the IARC Monographs Working Group encounters a study in which the observed 
association was that red meat consumption was associated with a reduced risk of CRC (e.g. RR = 0.8, indicating 
a negative association), but the study also did not adjust for a family history of CRC. In this situation, the Working 
Group would make all the same assumptions as before, that family history of CRC increases risk of CRC but 
decreases red meat consumption, yielding negative uncontrolled confounding. However, because the observed 
association was negative (i.e. protective against cancer), the expected bias, which is also negative, could have 
been part of the observed association, and adjusting for the unmeasured family history of CRC could have 
removed some or all of the observed association between red meat consumption and CRC. Thus, the result would 
probably have been less negative (closer to the null, or even positive) than what was observed (in this example, 
RR > 0.8). In this scenario, strong conclusions cannot be drawn. The true unbiased result could have been a less 
protective,	a	null,	or	a	harmful	effect	of	red	meat	consumption,	 in	which	the	negative	uncontrolled	confounding	
was strong enough to induce some or all of the negative association or to mask a weaker positive (thus, harmful) 
effect,	 leading	 to	 the	observation	of	a	protective	association.	With	only	a	signed	DAG,	 it	 is	not	possible	 to	 tell	
which is correct, and the sensitivity analysis approaches described in later chapters would become essential. (text 
continues below)
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For case–control studies, arrows 
from the outcome to the selection 
node will need to be included. For 
studies in which healthy worker biases 
are common, it may be essential to 
add nodes that describe the selection 
and confounding biases created as a 
result.	Moreover,	 different	measures	
used	 for	 different	 variables,	 or	 the	
timing of those measures, may lead to 
different	information	bias	structures.

Researchers	may	find	signed	DAGs	
less useful for complex scenarios, 
for example in situations when they 
are trying to use signed DAGs and 
anticipate selection bias, non-mono-
tonic	 effects,	 complex	 confounding	
structures,	 effect	 heterogeneity,	 and	
so	 on.	Readers	will	 find	 it	 helpful	 to	
refer to the more detailed discus-
sions of signed DAGs in the literature 
(VanderWeele et al., 2008; Lipsky 
and Greenland, 2022). The following 
chapters provide information on other 
tools for understanding the direction 
of bias.

Finally, something that has not  
been mentioned yet is that DAGs can 
also be useful for non-traditional ana- 
lyses of data from cohort or case– 

control studies, including the use of 
instrumental variable methods, Men- 
delian randomization approaches, 
and other quasi-experimental designs 
that may be used in triangulation 
processes for evidence synthesis 
(Swanson, 2015). In fact, some of the 
principles described in this chapter 
can help in reasoning about bias in 
those studies, too. For example, loss 
to follow-up can create a selection 
or	 collider	 stratification	 bias	 in	 such	
studies, and drawing a DAG can help 
to understand why (Swanson, 2019).

As noted previously, it is always 
challenging to draw DAGs that 
truly represent the underlying data- 
generation process. It may be helpful 
to consult a review of published DAGs 
for examples (Tennant et al., 2021). 
Because disagreements about the 
structure of the DAG can occur, it can 
be helpful to draw more than one DAG, 
to	tease	out	the	different	assumptions	
that members of a group conducting 
evidence synthesis may have about a 
particular study. This can guide crit-
ical sensitivity analyses in evidence 
synthesis (Mathur and VanderWeele, 
2020a, b, 2022).

2.8 Summary

DAGs	 make	 different	 assumptions	
about the data-generation process 
explicit,	 enable	 the	 identification	
of areas of disagreement in those 
assumptions between members of a 
group conducting evidence synthesis, 
and help to identify important sources 
of bias in the individual studies and 
the collective body of evidence being 
used to identify hazards. Working 
through DAGs collectively can 
create a motivation for additional 
bias analyses or sensitivity analyses 
that can be used to identify which 
sources of bias are most likely to 
matter in drawing conclusions about a 
particular hazard. DAGs also provide 
a systematic way of identifying critical 
variables for valid estimation of the 
effect	of	an	exposure	on	an	outcome.	
Thus, they provide a useful tool for 
hazard	 identification,	 as	 a	 place	 to	
communicate the working model used 
to make judgements about the quality 
of the underlying studies, and serve 
as a model for using the evidence 
presented	 in	 the	 most	 efficient	 way	
possible.

Table 2.6. Likely	direction	of	confounding	bias	in	the	simplified	scenario	of	a	single	uncontrolled	confounder	(C) for the 
directed acyclic graph (DAG) in Fig. 2.22, if the monotonicity assumptions for signed DAGs are met

Sign of arrow 1 from family history of colorectal 
cancer to red meat consumption (C →→ X)

Sign of arrow 2 from family history of 
colorectal cancer to colorectal cancer 
(C →→ Y)

Likely direction of 
confounding

+ (C increases risk of X) + (C increases risk of Y) + (positivea)
−	(C decreases risk of X) −	(C decreases risk of Y) + (positivea)
+ (C increases risk of X) −	(C decreases risk of Y) −	(negativeb)
−	(C decreases risk of X) + (C increases risk of Y) −	(negativeb)

C, uncontrolled confounder (family history of colorectal cancer); X, exposure (red meat consumption); Y, outcome (colorectal cancer).
a Positive uncontrolled confounding: not adjusting for C induces a positive association between X and Y, even when X	does	not	affect	Y.
b Negative uncontrolled confounding: not adjusting for C induces a negative association between X and Y, even when X	does	not	affect	Y.
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Table 2.7 presents the likely conclusions that can be drawn from the results of a study and the results of a simple 
signed	DAG	with	a	single	confounder,	about	whether	the	exposure	is	likely	to	have	an	effect	on	the	outcome.

Table 2.7.	Likely	conclusions	 that	can	be	drawn	from	a	study	about	 the	existence	of	a	non-null	effect	of	an	
exposure on an outcome, based on the direction of confounding diagnosed with a signed directed acyclic graph 
(DAG) and the direction of the observed association

Observed 
association of 
exposure with 
cancer indicates

Signed DAG indicates 
that confounding is 
likely to be

Conclusion that can be drawn about the existence of a true (bias-
adjusted) non-null effect (bias-adjusted RR, RD)

Elevated riska 
(observed RR > 1, 
RD > 0)

Positive Unclear 
Adjusting for the confounder would probably remove some or all of the 
estimate	of	the	effect.	Thus,	it	is	not	possible	to	say	whether	the	estimate	 
of	the	effect	adjusted	for	the	confounder	would	indicate	increased,	null,	 
or decreased risk.

Negativea Elevated cancer risk from exposure is likely 
The	observed	estimate	probably	underestimates	the	true	effect.	Thus,	
adjusting for the unmeasured confounder would probably increase the 
estimate	of	the	effect	(bias-adjusted	RR	>	observed	RR;	bias-adjusted	
RD > observed RD). Adjustment for the confounder would not bring the 
result	back	to	the	null	or	flip	its	direction.

No change in risk 
(observed RR = 1, 
RD = 0)

Positive Masked reduced cancer risk is likely 
Adjusting for the unmeasured confounder would probably reveal a 
negative	effect	estimate	(bias-adjusted	RR	<	1;	RD	<	0),	indicating	 
a probable reduced risk associated with the exposure.

Negative Masked elevated cancer risk is likely 
Adjusting for the unmeasured confounder would probably reveal a 
positive	effect	estimate	(bias-adjusted	RR	>	1;	RD	>	0),	indicating	 
a probable elevated risk associated with the exposure.

Reduced risk 
(observed	RR	<	1,	
RD	<	0)

Positive Reduced cancer risk from exposure is likely 
Adjusting for the confounder would probably decrease the estimate of the 
effect.	Uncontrolled	confounding	by	this	factor	is	unlikely	to	explain	the	
observed result (i.e. adjustment for the confounder would not bring the 
result back to the null).

Negative Unclear 
Adjusting for the confounder would probably remove some or all of the 
estimate	of	the	effect.	Thus,	it	is	not	possible	to	say	whether	the	estimate	
of	the	effect	adjusted	for	the	confounder	would	indicate	decreased,	null,	
or increased risk.

RD,	risk	difference;	RR,	relative	risk.
a Indicates a scenario that would be most applicable to an IARC Monographs Working Group assessing whether an exposure could be 
carcinogenic (assuming positively coded exposure and cancer outcome variables, such that a positive exposure–outcome association  
with RR > 1 or RD > 0 would indicate harm).

Key message
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It should be cautioned that DAGs 
that depict the full data-generation 
process, capturing information bias 
and selection bias, can make it seem 
impossible to approximate the causal 
effect.	 In	 some	 circumstances,	 this	
will indeed be true, but because the 
magnitude of the bias cannot be 
demonstrated in DAGs, it can be easy 

to think that all potential sources of 
bias are equal, are additive, and are 
severe, when in fact this may not be 
true. The following chapters discuss 
ways to identify the possible magni-
tude of the impact, so that sources 
of bias that have minimal impact can 
be ignored. Because DAGs do not 
represent the amount of bias created, 

they can lead to excessive concerns 
about some sources of bias. In such 
situations, bias analyses can help to 
sort out which sources are most likely 
to	matter;	thus,	the	DAG	is	only	a	first	
step.

Fig. 2.23. Possible results for the direction of bias as diagnosed with a signed DAG. The left side of each scenario 
shows the hypothesized direction (positive or negative) of the arrow, and the right side of each scenario depicts the likely 
direction (positive or negative) of the net bias in the X–Y relation.
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