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chapter 6.

Incorporating bias assessments 
into evidence synthesis

Amy Berrington de González, Nathan DeBono, Alexander P. Keil,  
Deborah A. Lawlor, Ruth M. Lunn, and David A. Savitz

6.1 Introduction

In the IARC Monographs programme, 
and in many other situations, experts 
are asked to examine, evaluate, and 
interpret a body of research that will 
then be used to make a judgement that 
could inform an authoritative state- 
ment, influence regulations, guide indi-
vidual behaviours, or have other soci-
etal impact. In the IARC Monographs 
assessment process, the focus is 
on potentially preventable causes of 
cancer, but the same principles are 
applicable to other disease deter-
minants and health outcomes. In 
public health, the determination of 
causation is rarely a simple yes–
no decision. Rather, it requires the 
careful assembly of evidence and the 
use of inferential methods to reach 

a conclusion. Studies can provide 
information on the statistical relation 
between exposure and disease; by 
combining subject-matter expertise 
with an understanding of the study 
design and methods, considering 
complementary lines of research, 
and carefully examining the results, 
an assessment is made of the validity 
of the observed associations and 
their implications for inferences about 
causality. In almost all situations of 
interest, there will be more than one 
contributory study. The goal is to 
assess first the information value of 
each study, methodically and accu-
rately, and then the totality of the 
available studies.

In this chapter, approaches are 
outlined for incorporating the wide 
array of bias assessment methods 
described in this book into the review 

process and evidence synthesis. This 
includes developing the process for 
the systematic review of key biases in 
individual studies and incorporating 
the bias assessment into the evidence 
synthesis. Two somewhat distinct ap- 
proaches to the systematic review 
of biases are currently in use, which 
can be labelled as triangulation and 
algorithms. These two approaches 
are first described and contrasted, 
and then the rationale for a proposed 
third way is provided, drawing on 
the strengths of each. Three main 
steps in the bias-review process are 
outlined and illustrated with examples 
from the exposures used throughout 
this book. The chapter concludes 
with some discussion of methods for 
evaluating multiple sources of bias 
within a single study.
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6.2 Frameworks for 
incorporating bias assessment 
into evidence synthesis

6.2.1 Triangulation

The triangulation of evidence from 
cancer epidemiology, animal bio- 
assays, and mechanistic research 
is the overarching framework for 
the IARC Monographs review and 
classification system, as detailed in 
Chapter 1. Triangulation was intro-
duced conceptually in Chapters 3 
and 5 as a means of examining biases 
(specifically, confounding and selec-
tion bias) in individual studies. Trian- 
gulation can also serve as a frame- 
work for bias assessment across 
the epidemiological data. This ap- 
proach emphasizes the benefits of 
examining the complete array of 
evidence to determine whether the 
varying strengths and limitations of 
the studies provide complementary 
information that helps in making an 
integrated assessment (Lawlor et al., 
2016). The concept is particularly 
applicable when there is an array of 
studies with varying methodological 
strengths and limitations that could 
lead to bias in opposing directions.

Specifically, the aim in triangula-
tion is to identify study designs (or 
approaches) that would be expected 
to have biases in opposing direc-
tions, to infer what a third, hypothet-
ical, group of idealized studies would 
find. This inferred ideal can provide 
additional information about the prob-
able bounds of a true causal effect. 
In practice, this can be implemented 
by contrasting studies through strati-
fied meta-analysis or stratified forest 
plots. The approach requires consid-
eration of the direction of the potential 
biases; this is an important strength. 

Example subgroups of studies that 
could be contrasted include the expo- 
sure setting, which might relate to the 
exposure level and degree of mea- 
surement error, for example studies 
of occupational versus environmental 
levels of exposure, cohort versus 
case–control study designs for as- 
sessment of recall bias, or cancer 
incidence versus mortality end-points 
for outcome misclassification. The 
study features should ideally involve 
complementary and exclusive biases 
that might affect one group of studies 
but not another. While no single study 
is likely to have all the desired posi-
tive features, a series of imperfect 
studies with complementary features 
could allow inference of what might 
be found in an ideal study.

By considering the full array of 
informative studies, there is an em- 
phasis on corroboration, which links 
back to Hill’s viewpoint on consis-
tency of findings across a variety of 
locations and populations (Hill, 1965) 
and is consistent with the IARC 
Monographs Preamble (IARC, 2019), 
as noted in Chapter 1. Triangulation 
emphasizes the exploration of sources  
of heterogeneity. The reasoning is log- 
ical, intuitive, and flexible in being 
adaptable to a range of topics and di- 
verse methodological concerns. These 
are all additional strengths. A weak-
ness, currently, is that triangulation 
is a broad rather than a specific ap- 
proach, lacking standardization; this 
could be invoked as a rationale that 
leads to a range of conclusions. In 
drawing on subject-matter expertise 
to interpret a given set of studies, 
there is latitude in what is emphasized 
and what is downplayed.

6.2.2 Algorithms

Several algorithms for bias assess-
ment in epidemiology have been 
proposed, including Risk of Bias in 
Non-randomized Studies of Interven- 
tions (ROBINS-I) (Sterne et al., 2016) 
or of Exposure (ROBINS-E) (Higgins 
et al., 2022, 2024) and risk-of-bias 
scales, such as the Newcastle–
Ottawa instrument (Deeks et al., 
2003). A strength is that they offer 
a comprehensive set of rules and 
procedures to follow, with the intent 
of providing an evaluation that is 
replicable and objective and can be 
conducted by non-experts. A concern 
is the unwarranted degree of confi-
dence that the algorithm gives the 
so-called correct answer (Igelström 
et al., 2021). There is no gold stan- 
dard to know when an answer is 
right or wrong, and it is preferable to 
acknowledge the complexity of infer-
ences about causality and accept the 
burden of explaining the reasoning 
that leads to the judgement, instead 
of simply invoking an algorithmic 
methodology. The aspiration of elim-
inating the subjectivity of reviewers 
and ensuring replicability is laudable, 
but it is unrealistic to expect that a 
generic algorithm for judging study 
quality will apply with equal validity to 
all exposures and all outcomes.

The comprehensive nature of the 
current algorithms, often involving a 
lengthy series of questions covering 
every potential source of bias, can 
also be a weakness. If there is no 
initial evaluation by subject-matter 
experts of the domains that are key 
or influential biases for the expo-
sure and outcome of interest, then 
the application of the algorithm to 
every study tends to pare down the 
evidence that is used, with studies 
accepted or rejected due to possibly 
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minor or misplaced concerns rather 
than acknowledging that each has 
strengths and limitations. Many algo-
rithms also do not emphasize an 
evaluation of the direction of the bias. 
In hazard identification, the direction 
is especially important. There is the 
potential for substantial loss of infor-
mation about a potential hazard if all 
positive studies with bias towards the 
null were excluded, for example. The 
ability to assess consistency and the 
role of chance is also reduced if only 
a small subset of studies is retained.

These algorithms are often used 
in conjunction with the Grading of 
Recommendations, Assessment, De- 
velopment, and Evaluations (GRADE) 
framework (Guyatt et al., 2008), 
developed for assessing clinical or 
other forms of experimental research, 
which automatically downgrades the 
value of observational studies in the 
evidence synthesis. Randomization 
is rarely ethical or feasible with etio-
logical studies of cancer (other than 
prevention trials) and often requires 
the forfeit of other important study 
attributes, including exposure range, 
prolonged exposures, and study size. 
The strengths and weaknesses of 
different study designs will depend on 
the specific exposure and outcome 
under consideration.

Finally, although an algorithm may 
be presented as well-defined and 
systematic, there is still abundant 
opportunity to have the opinions of 
those implementing it influence the 
outcome. To the extent that there is 
a need for subject-matter expertise 
and an inherent intrusion of individual 
judgements, it is preferable to present 
the fact transparently rather than to 
mask it behind an algorithm.

6.2.3 Concluding thoughts 
about frameworks

There are strengths and weaknesses 
of triangulation and algorithms, as 
currently proposed, as bias assess-
ment frameworks for epidemiological 
studies. A third way lies between 
the rigid approach of algorithms and 
the general approach of triangula-
tion. This third way involves laying 
out a bias assessment process for 
the specific exposure and outcome 
under review that uses the full 
array of informative studies and the 
wide array of tools described in this 
book to assess the direction and 
magnitude of potential biases. This 
proposed approach is consistent with 
the review methods described in the 
IARC Monographs Preamble (IARC, 
2019; see Chapter 1), which calls for 
Working Groups to integrate studies 
in evidence synthesis on the basis 
of their quality and informativeness 
but recommends against the use 
of checklists to assess biases and 
sources of error. It is also recom-
mended that the bias assessment 
process be led by subject-matter 
experts, including epidemiologists, 
statisticians, and exposure asses-
sors, again consistent with the IARC 
Monographs assessments. The fol- 
lowing sections outline the key steps 
in this proposed approach and illus-
trate it with examples.

6.3 Developing the bias-review 
process

A bias-review process, developed by 
subject-matter experts, can guide the 
systematic review of biases in each 
individual study and at the evidence 
synthesis stage. There are typically 
several steps in the process, as 
outlined in Fig. 6.1: (i) a definition 

of the key biases for the exposure–
outcome under consideration; (ii) a 
review, and a summary, of the infor-
mative studies for these key biases; 
and (iii) an assessment of the influ-
ence of the key biases on the study 
findings. The process is specific to 
each pair of exposures and outcomes 
under consideration and can be itera-
tive. For the IARC Monographs evalu-
ations, the Preamble and instructions 
for authors provide a starting point, 
and substance-specific issues can 
be added to the meeting-specific 
instructions for authors (IARC, 2024). 
These steps are described in more 
detail next.

6.3.1 Determining the key 
types of bias

A key step for the expert review 
group is to consider which of the 
many potential biases are of greatest 
concern. This will depend on the 
specific exposure–cancer outcome 
pair under review, and on the types 
of study that are available. A directed 
acyclic graph (DAG), as described 
in Chapter 2, can help the expert 
reviewers to reach agreement on the 
possible bias domains. Once these 
bias domains are agreed on, some 
specific signalling questions can be 
developed to guide the reviewers in 
their considerations. These questions 
should help identify the direction and 
likely magnitude of the bias, not simply 
its presence or absence. Chapters 
3, 4, and 5 can help the reviewers 
make these determinations. Deciding 
which biases are not relevant, or not 
likely to be material, helps to focus 
the reviewers’ attention on the critical 
subset. This process is illustrated in 
Examples 6.1 and 6.2.
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Fig. 6.1. Steps in the bias-review process.

Step 1: Define key biases for the exposure–outcome
• Define key confounders (causes of the outcome that plausibly influence exposure)
• Determine types of measurement error, including classical, Berkson, differential, non-differential
• Consider other biases, including selection bias, outcome misclassification, reverse causation, 

protopathic bias

Step 2: Review informative studies for each key bias
• Use methods described in Chapters 3–5, including indirect assessment approaches
• Determine direction and magnitude of bias wherever possible
• Summarize findings for each study in bias assessment summary table

Step 3: Assess influence of key biases on the study findings
• Identify subsets of studies with or without key biases
• Identify subsets of studies with biases in opposing direction
• Assess consistency of results across these subsets of studies

 

 Example 6.1. Selection of key biases for night shift work

Because night shift work is a complex exposure scenario, the IARC Monographs Working Group stated in its 
assessment of the evidence in humans that “exposure assessment quality of night shift work was a key parameter 
for the evaluation of the studies” (IARC, 2020), and the reviewers conducted an extensive evaluation of this aspect 
of each study. In contrast, the Working Group noted that although differences in lifestyle factors exist between 
day and night shift workers, these differences are usually small; this suggests that the reviewers considered 
confounding to be of lesser concern. Because there were many informative case–control studies, which tended 
to have more detailed exposure assessment, selection bias was examined, along with recall bias. (text continues 
on page 162)

Example 6.2. Selection of key biases for opium consumption

There were a wide range of concerns about potential biases in the epidemiological studies of opium consumption, 
and the IARC Monographs Working Group documented its considerations in an annex to IARC Monographs 
Volume 126 (IARC, 2021), which serves as an example of a bias assessment framework. The Working Group noted 
that key potential biases for the examined studies of opium consumption included reverse causation (consumption 
of opium because of a cancer diagnosis) and protopathic bias (consumption of opium to alleviate prediagnostic 
symptoms). In addition, there were concerns about selection bias because there were several hospital-based 
case–control studies. Non-differential exposure misclassification and inclusion of infrequent opium users in the 
baseline category used for exposure–response analyses were thought to lead to downward bias. Finally, there 
were other strong risk factors for the cancers under study, particularly tobacco use, which had been shown in the 
exposure assessment review to be strongly related to opium use; thus, confounding was also a potential bias. (text 
continues on page 164)
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(a) Guidance for identifying key 
confounders

Once the key bias domains have been 
identified for the specific exposure–
cancer scenario under investigation, 
the review team should provide 
additional details to guide the bias 
assessment. For confounding, the 
Working Group members should use 
their expertise and literature reviews 
to identify all the key confounders, i.e. 
those variables most likely to bias the 
effect estimate and distort its interpre-
tation if they are not controlled for in 
the study. The use of DAGs can guide 
and help document these decisions 
(see Chapter 2). An approach to this 
identification is given in Side Box 6.1 
and Example 6.3. The methods in 
Chapter 3 can help in assessing 
the likely direction and magnitude 
of confounding. There should also 
be consideration of whether certain 
variables could be effect modifiers or 
mediators, rather than confounders, 
because adjustment for these could 

introduce, rather than remove, bias 
(see Chapter 2 for more details).

(b) Guidance for assessing 
misclassification and 
mismeasurement of exposure

In general, the bias framework for 
exposure misclassification should 
cover how well the exposure proxy 
approximates the exposure of inter- 
est, the extent of measurement error, 
and whether the measurement error 
is differential or non-differential. Side 
Box 6.2 lists scoping questions 
to inform the bias evaluation. The 
methods described in Chapter 4 can 
help to determine the likely direction 
and possible magnitude of bias from 
misclassification and mismeasure-
ment of exposure, as illustrated in 
Example 6.4.

(c) Guidance for assessing  
other key biases

The detailed guidance described 
above for confounding and measure-
ment error provides examples of thor-
ough assessment of the key concerns 

for these topics. Other topics may call 
for analogous assessments of other 
types of bias, for example selection 
bias, healthy worker effects, and 
outcome misclassification. For each 
key bias, a set of questions should be 
identified and guidance provided. For 
example, for selection bias, reviewers 
should consider sources of bias 
such as study inclusion or exclusion 
criteria, sources of control partici-
pants, and missing data or loss to 
follow-up (Example 6.5). It may help 
to use DAGs to illustrate sources of 
selection bias, including colliders. For 
a detailed evaluation of how to iden-
tify selection bias in case–control 
studies, see Section 5.3.

6.3.2 Summarizing the bias 
assessment and synthesizing 
across studies

A table summarizing the results from 
the review of the key biases in each 
study is recommended. For instance, 
in Example 6.6, for an analysis of 
studies on opium consumption and 

 Side Box 6.1. Approach for identifying key confounders

(i)   Identify the known causes of the cancer (e.g. those with sufficient or limited evidence of causality) by consulting 
experts with relevant subject knowledge and using authoritative sources, such as the IARC Monographs 
and the IARC Handbooks of Cancer Prevention, the United States National Toxicology Program Report on 
Carcinogens, and the World Cancer Research Fund. Specify the hypothesized direction of the confounder–
cancer association (e.g. relative risk [RR] > 1 or RR < 1).

(ii)  Identify which cancer causes are plausibly related to the exposure of interest, by using authoritative sources 
and consulting experts with relevant subject knowledge. This information is often reported in the section 
on exposure characterization of the relevant IARC Monograph. Specify the hypothesized direction of the 
confounder–exposure association (e.g. RR > 1 or RR < 1).

(iii) Research (e.g. conduct literature searches, seek expert opinion on mechanistic data) whether the identified 
potential confounders could be mediatory (in the causal pathway between the exposure and cancer) rather 
than confounders. It may be helpful to construct a DAG to identify mediators and colliders, which should not 
be controlled for in studies.

(iv) Identify the minimal set of key variables necessary to control for confounding, and assess the expected 
direction of the bias (the methods outlined in Chapters 2 and 3 can be helpful). (text continues above)
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 Example 6.3. Specifying key confounders

Returning to the example of night shift work in relation to breast cancer, this example illustrates how the approach 
outlined in Side Box 6.1 can be used to specify key confounders.

Table 6.1 lists the causes of female breast cancer identified from IARC, the World Cancer Research Fund, the 
United States National Toxicology Program Report on Carcinogens, and literature reviews, and the subset of these 
that could be considered as potential key confounders for night shift work. Age at first full-term pregnancy could 
be considered the key confounder for reproductive breast cancer factors because other factors, such as parity, 
are often related to it, and some of their confounding effects are likely to be controlled for by controlling for age 
at first full-term pregnancy. Other pharmacological and lifestyle factors, such as the use of oral contraceptives 
and tobacco smoking, might not be key confounders because of relatively weak associations with breast cancer. 
In contrast, although a family history of breast cancer is strongly associated with breast cancer risk, it would be 
unlikely to be associated with night shift work and would therefore not be a key confounder. Occupational exposure 
to ionizing (cosmic) radiation could be a key confounder in flight crew studies because of its high correlation with 
night work hours. (text continues on page 164)

Table 6.1. Potential key confounders for night shift work and female breast cancer

Potential confounding 
factors

Causes of female breast cancera Key confounders (and expected directions)

Reproductive and 
family history factors

Early age at menarche, late age at first full-term 
pregnancy, nulliparity, menopausal status or age 
at menopause, no breastfeeding, family history 
of breast cancer

Young age at first full-term pregnancy or 
parity. These are protective for breast cancer 
and are probably negatively associated with 
night shift work; therefore, confounding away 
from the null.

Lifestyle factors Lack of physical activity (primarily 
postmenopausal breast cancer), obesity 
(increases risk in postmenopausal women; 
decreases risk in premenopausal women), 
consumption of alcoholic beverages, tobacco 
smoking

Obesity is a risk factor for breast cancer and 
is probably positively associated with night 
shift work; therefore, bias probably away from 
the null. Note that obesity could be a mediator 
or a confounder (or both).

Pharmacological 
factors

Diethylstilbestrol, estrogen–progestogen 
contraceptives, hormone menopausal therapy 
(estrogen–progestogen or estrogen only), 
digoxin

Demographics Age, socioeconomic status, education level Age, socioeconomic status, and education 
level are negatively associated with breast 
cancer, but the direction of the association 
with night shift work depends on the 
profession.

Occupational agents X-radiation, gamma radiation, ethylene oxide, 
polychlorinated biphenyls

Cosmic radiation for aircrew workers. 
The direction of the bias depends on the 
comparison group (e.g. day workers or non-
workers) and the study population.

a NTP (2018).
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 Side Box 6.2. Approach for assessing exposure misclassification and measurement error

•  How was exposure assessed in the studies under review (e.g. questions, records, environmental measurements, 
biomarkers)?

•  The Working Group should research the following questions for each type of exposure assessment.
– What was the temporal sequence of exposure and outcome measurement? Could disease status have 

affected the exposure measurement?
– Are there methods that are prone to major error or are biologically inappropriate for the exposure of interest? 

For example, a biomarker with a short half-life might not be informative for evaluating cancer risk.
– What are the ideal methods for evaluating exposure?
– What are the potential sources of measurement error?
– What is the type of measurement error (e.g. classical, Berkson, differential, non-differential)?
– Are there validation studies available? What values of sensitivity and specificity do the validation studies 

report? (text continues on page 164)

 Example 6.4. Assessing exposure misclassification

For studies on night shift work and breast cancer, the most common methods to assess and classify exposure 
involved using questionnaires, payroll records, or a population-based job-exposure matrix (e.g. based on survey 
data reporting the percentage of night shift workers for different job categories). Table 6.2 lists questions and 
considerations for assessing the potential biases from exposure misclassification in the studies on night shift work. 
(text continues on page 164)

Table 6.2. Assessment of exposure misclassification for studies on night shift work

Questions Guidance, comments

What is the source of the exposure assessment?
Is there concern that the exposure assessment 
did not distinguish between exposed and non-
exposed people or among exposure categories 
during a relevant time window of exposure?
What are the likely direction and magnitude of 
bias?

Questionnaires, interviews: 
Ideally, the questionnaire should cover actual hours worked and lifetime 
work history. The group defined as unexposed might be exposed (i.e. 
previous night shift work) in studies ascertaining current exposure. 
Ideally, in cohort studies, information should be collected after baseline.

Job-exposure matrix (JEM): 
Population-based JEMs are less informative than industry-specific 
JEMs. Information (e.g. census data) of the proportion of night shift 
workers in the same geographical region as the study population could 
provide some indication of the quality of the data.

Payroll records: 
These are objective but are usually not complete because industry-
specific records do not capture lifetime exposure from jobs in other 
workplaces. In general, bias from lower-quality exposure assessment 
is likely to be non-differential and towards the null (see Chapter 4 for 
exceptions).

Is there concern about differential recall? Differential recall bias (most likely away from the null) is a potential 
concern in case–control studies. It may be less likely in studies 
published before the 2007 IARC evaluation of shift work (IARC, 2010).

External research may help inform the assessment of recall bias (see 
Chapter 5 for examples).
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bladder cancer, Table 6.4 has one 
row per study and a column for each 
key bias, and gives the likely direction 
of potential bias. It is then easy to see 
the biases that have been identified 
for each study, and the groups of 
studies that have been identified with 
a certain bias. The table can be used 
to inform a triangulation process by 
identifying subsets of studies with 
differing key sources of biases, par- 
ticularly where some studies would 
be expected to produce bias in op- 
posing directions. The table also 
shows whether biases cluster within 
subsets of studies; this might make 
it difficult to separate the impact 
of specific biases. When multiple 
key biases affect a study, assess-
ment of the total (resultant) bias is 
non-trivial. Section 6.4 describes 
some approaches and the related 
challenges involved in assessing 
multiple biases within a single study.

The extent to which it is then 
feasible to integrate study results and  
bias assessment can be influenced by

how many informative human studies 
have been identified for review. For 
triangulation, the aim is to compare 
results from at least two, but ideally 
more, studies that have different key 
sources of bias. The study results 
can be contrasted via stratified forest 
plots or, more formally, by means of 
stratified meta-analysis to explore the 
impact of the bias. When there are 
many informative studies, the oppor-
tunities for bias assessment through 
triangulation are increased, particu-
larly if there is a variety of settings 
and study designs. The different 
steps in the process are illustrated 
with examples including studies on 
opium consumption and bladder can- 
cer (Example 6.6), a situation with 
only a few informative studies (mobile 
phone use and glioma; Example 6.7), 
and a quantitative triangulation of 
meta-analysis results where there are 
a large number of studies (red meat 
consumption and colorectal cancer; 
Example 6.8).

6.4 Methods for studying 
multiple biases

As seen in the examples throughout 
this book, studies could be subject to 
multiple key biases. At the evidence 
synthesis stage, the reviewers will 
then need to consider what the 
combined effect of those biases 
might be, and whether the combina-
tion could alter the interpretation. To 
answer this question requires consid-
eration of the magnitude of each bias, 
along with the direction of the bias 
and some understanding of whether 
the biases act independently. This 
section discusses the issues that need 
to be considered when assessing the 
likely impact of multiple biases, how 
to approach multiple-bias sensitivity 
analyses, and when an individual-level 
data reanalysis could be important. 
Annex 3 includes a worked example 
of a formal multiple-bias analysis for 
a study on opium consumption and 
bladder cancer, which illustrates the 
complexity and the need to specify 
multiple parameters. Because of the 

Example 6.5. Identifying selection bias

Table 6.3 illustrates how this approach to assessing the potential for selection bias can be applied to a bias-review 
framework for case–control studies on opium consumption and various cancers. (text continues on page 164)

Table 6.3. Identifying selection bias for case–control studies on opium consumption

Question Guidance, comments

Is there concern that selection into (or out of) the study 
was related to both exposure and outcome, and what is 
the likely direction of the bias?

Hospital control participants: 
Potential bias downwards if opium use is related to 
hospitalization and hospital control participants are more likely 
than the general population to have used opium.

 Neighbourhood control participants: 
Potential bias upwards if control participants who use opium 
are less likely to participate (e.g. leading to a lower exposure 
prevalence).
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Example 6.6. Bias assessment summary table

In the review of the human evidence for IARC Monographs Volume 126 on opium consumption and bladder 
cancer, one cohort study and several case–control studies were considered informative (IARC, 2021). As noted in 
Section 6.3.1, there were a considerable number of potential key biases, which were discussed in an annex, titled 
“Methodological considerations for epidemiological studies on opium consumption and cancer” (IARC, 2021).  
A meta-analysis published subsequently used the bias assessment to explore between-study heterogeneity; that 
assessment is used here to illustrate how the biases can be summarized and synthesized (Miranda Filho et al., 
2023).

Table 6.4 shows that most studies were not considered to be at risk of material (major) confounding bias or 
reverse causation, but that many of the case–control studies were considered to be at risk of selection bias and 
information bias. The direction of selection bias was identified as likely downwards in several hospital-based case–
control studies, but of uncertain direction in others. The potential for recall bias and exposure misclassification 
was considered quite low, but these biases could operate in different directions, hence the arrow showing that 
this could result in bias towards or away from the null. In all the studies, a positive association was found between 
opium consumption and bladder cancer, but the magnitude of risk for ever or never having used opium varied 
widely, with an odds ratio of 2.47 to 8.23 and a summary estimate of 4.07 (95% confidence interval [CI], 3.23–5.12). 
Miranda Filho et al. (2023) conducted sensitivity analyses by excluding studies with various biases (e.g. selection 
bias, information bias). The summary relative risk was slightly lower in the studies considered to have low risk of 
selection bias (odds ratio [OR], 3.40; 95% CI, 2.70–4.30) or information bias (OR, 3.69; 95% CI, 3.01–4.41) but 
was still strongly supportive of a positive association. 

Table 6.4. Bias assessment summary for studies on opium consumption (ever vs never use) and bladder cancer 
based on major concerns, as defined and identified by Miranda Filho et al. (2023)a

Study (first 
author)

OR or RR (CI)b Design Confounding Reverse 
causation

Selection 
bias

Information 
bias

Protopathic 
bias

Sheikh 2.86 (1.47–5.56) co
Aliasgari 2.60 (0.80–8.47) c–c(h) ← ↔
Aliramaji 4.10 (1.59–10.55) c–c(h) ← ↔
Sadeghi 2.70 (0.18–40.81) c–c(h) ← ↔
Nourbakhsh 3.87 (1.98–7.57) c–c ↔ ↔
Tootoonchi 2.45 (0.98–6.14) c–c ↔ ↔
Abdolahinia 8.23 (3.82–17.71) c–c ↔ ↔
Akbari 3.90 (1.28–11.85) c–c
Hadji 3.40 (2.69–4.29) c–c
Rashidian 4.40 (2.94–6.59) c–c
Ghadimi 4.96 (1.07–22.96) c–c(h) ← ↔
Hosseini 4.16 (2.67–6.47) c–c(h) ←
Ketabchi 7.99 (5.20–12.27) c–c ↔ ↔
Lofti 3.01 (1.73–5.23) c–c ↔
Shakhssalim 2.57 (1.55–4.26) c–c ↔

c–c, case–control; c–c(h), hospital-based case–control; CI, confidence interval; co, cohort; OR, odds ratio; RR, relative risk.
a Arrows indicate the direction of the biases: ←, downwards; ↔, uncertain direction. Blank indicates that the reviewers concluded that there 
was no substantial bias.
b Controlling for tobacco smoking, where available.
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Example 6.7. Bias assessment summary with few informative studies

In a review of studies on radiofrequency electromagnetic field radiation exposure (mainly through mobile phone 
use) and brain tumours (IARC, 2013), the reviewers considered most of the early small case–control studies to 
be relatively uninformative. Therefore, evaluation of the human evidence was based largely on two large case–
control studies: the Interphone multicentre case–control study (Cardis et al., 2011) and a large case–control study 
in Sweden (Hardell et al., 2011).

In the case–control study in Sweden, with 1148 cases of glioma and 2438 control participants, Hardell et al. 
(2011) reported a monotonically increasing risk of glioma with increasing cumulative duration of mobile phone 
use, with an odds ratio of 3.2 (95% CI, 2.0–5.1) for > 2000 hours use compared with no use. In the Interphone 
study, with 2708 cases of glioma and 2792 control participants, cumulative call time was divided into deciles, with 
a referent comprising those who had never regularly used mobile phones. In contrast to the findings from the 
case–control study in Sweden, in the Interphone study, the odds ratios were mostly < 1 (ranging from 0.7 to 1.05), 
except for the highest category, of ≥ 1640 hours of cumulative call time (OR, 1.40; 95% CI, 1.03–1.89). Because 
these were case–control studies based on self-reported mobile phone use, the review group identified differential 
measurement error (recall bias) and selection bias as the key potential sources of bias. Because there are few 
established risk factors for glioma, confounding was considered less of an identifiable problem.

Selection bias was of greater potential concern in the Interphone study, because the participation rates were 
relatively low, especially for control participants (64% for cases and 53% for controls). In the case–control study 
in Sweden, participation rates were higher and non-differential (85% for case participants and 84% for control 
participants). In the Interphone study, a short non-response questionnaire revealed that the participation rate was 
higher in regular mobile phone users, particularly for case participants. When the analysis was restricted to regular 
users (i.e. by changing the reference category), the odds ratios for cumulative call time changed qualitatively 
to become mostly > 1 (increasing by 20–50%). Although there was still no clear evidence of a dose–response 
relation across the 10 categories of duration, the odds ratio for ≥ 1640 hours of cumulative call time increased from 
1.40 (95% CI, 1.03–1.89) to 1.82 (95% CI, 1.15–2.89).

There were also extensive efforts to evaluate the quality of the exposure data in the Interphone study; these 
included a substudy with software-modified phones and phone records, which found substantial reporting error, 
with some indication of greater overreporting by case participants (Vrijheid et al., 2006, 2009). Exclusion of all 
participants who reported usage for > 5 hours per day decreased the odds ratio in the highest decile from 1.40 
to 1.27 (95% CI, 0.92–1.74), but truncation at 5 hours per day did not influence the odds ratio. As explained in 
Chapter 4, bias from non-differential misclassification in categorical variables is not necessarily towards the null. 
Table 6.5 summarizes the bias assessment for the key domains, and the likely direction of the bias for the two 
informative studies. 

Example 6.6. Bias assessment summary table (continued)

The Working Group concluded that chance, bias, and confounding could be ruled out because of the strong 
associations and the consistency across studies and across the study designs (e.g. the cohort and the case–
control studies with different sources of control participants). The Working Group did not use the term triangulation 
but commented, “It is notable that the results of all studies, regardless of design, point in the same direction” 
(IARC, 2021). (text continues on page 167)
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effort involved, it is worth considering 
whether multiple-bias assessment is 
necessary. For example, if the study 
result is positive and all key biases 
are expected to be towards the null, it 
is unnecessary to carry out a formal 
multiple-bias analysis for hazard 
identification.

There are two different approach- 
es for sensitivity analysis: bias-level 
sensitivity analysis and target-ad-
justed sensitivity analysis. In bias-
level sensitivity analysis, plausible 
bias values and structures are used 
to identify a range of results that the 
study could have obtained. When 
dealing with multiple biases, the order 
of corrections must be considered. 
For example, should one adjust for 
confounding or exposure misclas-
sification first? Fox et al. (2021) 

recommend what they term sequen-
tial bias analysis, in which biases are 
adjusted for sequentially in the reverse 
order of which they likely occurred. A 
common sequence in which biases 
arise would be confounding, followed 
by selection bias, and finally expo-
sure misclassification, but this is not 
always the case. The order of analysis 
matters because sensitivity and spec-
ificity parameters, for example, may 
differ, depending on whether misclas-
sification of the exposure or outcome 
occurs before or after study selection 
(Example 6.9). Ross et al. (2022) 
show how adjusting for biases in the 
wrong order using individual-level 
data can lead to misadjustment and 
residual bias.

Example 6.9 highlights the chal-
lenges of conducting a multiple-bias 

analysis, of which there are very few 
examples in the literature. If evidence 
hinges on a single study in which 
multiple biases are suspected, such 
an analysis may be informative, but 
it should be interpreted cautiously, 
because of the inherent dependence 
on the accuracy of bias parameters. 
Probabilistic bias analysis accounts 
for uncertainty in the bias parameters 
and is discussed in Chapters 4 and 5. 
This uncertainty is quantified by 
proposing a distribution, rather than 
a single value, for each bias param-
eter. At the extreme end of probabi-
listic bias analysis is bounding, which 
involves finding the largest amount of 
bias that could result from the plau-
sible distribution of bias parameters. 
In principle, a bounding approach 
can help to answer questions about 

Example 6.7. Bias assessment summary with few informative studies (continued)

Table 6.5. Bias assessment summary for case–control studies on mobile phone use and gliomaa

Study Risk estimate (95% CI) Information bias Selection bias

Case–control study in Sweden (Hardell et al., 2011) 3.2 (2.0–5.1)b ↔
Interphone study (Cardis et al., 2011) 1.40 (1.03–1.89)c ↔ ←

CI, confidence interval.
a Arrows indicate the direction of the biases: ←, downwards; ↔, uncertain direction. Blank indicates that the reviewers concluded that there 
was no substantial bias.
b Highest exposure category of > 2000 hours of cumulative call time.
c Highest exposure category of ≥ 1640 hours of cumulative call time.

Because there were only two informative studies and they had a similar design (population-based case–control 
studies with self-reported mobile phone use), triangulation was not possible. The higher risk of selection bias in 
the Interphone study, with some evidence that this was biased downwards, could partly explain the difference in 
the magnitude of the risk estimates for the highest exposure category. However, these studies share the limitation 
of potential for recall bias and exposure misclassification, which could have opposing directions. Therefore, the 
assessment of the human evidence by the committee was that although there was a positive association between 
mobile phone use and the incidence of glioma, chance, bias, or confounding could not be ruled out with reasonable 
confidence. Multiple-bias analysis could have been used to further explore the combined effect of these biases. 
As noted in Section 6.4, this is a complex task and involves several assumptions and specification of multiple-bias 
parameters but can provide bounds on the plausible range of results. (text continues on page 167)
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Example 6.8. Bias assessment summary using triangulation

This example is an illustration of triangulation using meta-analyses of studies of the association between red meat 
consumption and colorectal cancer. Results are stratified according to study designs that are likely to have biases 
in opposing directions: cohort and case–control. It is assumed that non-differential exposure misclassification is 
a source of bias towards the null in cohort studies with a single dietary questionnaire of limited detail. Also, it is 
assumed that recall bias is away from the null in the case–control studies, for example through case participants 
overreporting their exposure because of their diagnosis. These biases are unrelated, in that each bias affects one 
group of studies (i.e. cohort studies, case–control studies) but not the other.

From the results reported by Norat et al. (2002), the meta-effect estimate (Table 6.6) for the highest versus 
lowest quantile of consumption from the cohort studies (1.27) is slightly lower than that from the case–control 
studies (1.36). It is then possible to make inferences about a third, hypothetical, meta-effect estimate from an 
idealized study with no biases. Triangulation of the stratum-specific effect estimates suggests that the true causal 
effect may be between these two values. In this way, a bounded range of the magnitude of the causal effect is 
obtained, using information from two groups of studies. This approach is likely to be more informative than making 
inferences from one group of studies, because of a perceived methodological strength, while ignoring another. The 
IARC Working Group also identified several key confounders for the association between red meat consumption 
and colorectal cancer, including total energy (caloric) intake, physical activity, smoking, and body mass index. 
Stratified meta-analyses based on the degree of control for confounding within the subsets of case–control and 
cohort studies could provide further insight into the impact of confounding, and potential mediation for body mass 
index (as discussed in Example 2.1a). Additional insights into the potential impact of measurement error in red 
meat consumption are also shown in Example 4.22, which illustrates regression calibration. Calibration corrections 
of this type can be important in meta-analyses because they can reduce an important source of heterogeneity in 
effect estimates. (text continues on page 167)

Table 6.6. Example triangulation exercise, comparing meta-analysis results from studies of the association be- 
tween red meat consumption and colorectal cancer

Strata Source of bias Direction of bias Number of 
studiesa

Meta-effect estimate 
(95% CI)a

Triangulated 
meta-effect 

estimate

Cohort studies Non-differential 
exposure 
misclassification

Towards the null 9 1.27 (1.11–1.45) 1.27–1.36

Case–control 
studies

Recall bias Away from the null 14 1.36 (1.17–1.59)

CI, confidence interval.
a Results from Norat et al. (2002) for the highest quantile of red meat consumption.
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whether an observed association 
might be due to bias alone. However, 
in practice, this bounding approach 
has not been widely used for multi-
ple-bias analysis and is limited when 
considering biases that might offset 
each other. Finally, target-adjusted 
sensitivity analysis, such as the 
E-value (described in Section 3.3.4(c), 
which outlines a modified approach), 
involves identifying the extent of bias 
necessary for a given study result 
to be compatible with the null (or 
another) hypothesis. This approach 
would also likely be very difficult in 

a multiple-bias analysis using only 
published data and would involve 
unrealistic assumptions. Smith et al. 
(2021) give an example based on indi-
vidual subject data.

6.5 Summary

This chapter provides pragmatic guid-
ance on the development and applica-
tion of bias assessment as part of the 
evidence synthesis process. A third 
way is offered, which lies between the 
rigid approach of algorithms and the 
general approach of triangulation. A 

critical philosophical distinction from 
the algorithmic approach is that this 
bias assessment should be devel-
oped and applied by multidisciplinary 
experts. This expertise facilitates the 
identification of key sources of bias for 
the specific exposure–cancer rela-
tion under review. Focusing on key 
sources of bias facilitates the review 
process and avoids the elimination 
of informative studies due to minor 
biases or biases that do not change 
the causal interpretation.

It is recommended to retain all 
informative studies and to document 

Example 6.9. Multiple-bias analysis

A multiple-bias analysis within a systematic review may be most usefully undertaken when one has to consider 
a study of moderate to large size and evidence is uncertain. The study by Aliramaji et al. (2015) was one of 
the largest conducted to examine the relation between opium consumption and bladder cancer, and it was 
suspected to suffer from multiple key biases, whose directions might have offset each other (Table 6.4). In the 
original study publication, a crude odds ratio of 2.7 was reported for the opium consumption–bladder cancer 
association. Multiple biases were likely in this study. First, frequency matching on sex without adjustment would 
have introduced selection bias. Second, there was concern about exposure misclassification, because of the illicit 
nature of opium use. Third, there was a potential for uncontrolled confounding by smoking and sex (which are not 
noted in Table 6.4 because adjusted estimates were used for that determination, rather than the crude estimate 
reported by Aliramaji et al., 2015). Bias parameters to adjust for each of these biases were drawn from various 
sources, including survey data and a validation study of recent opium use conducted for a hospital-based cohort. 
A limitation of the bias analyses is the lack of validation studies of long-term opium use, which would have yielded 
misclassification parameters for long-term use. Instead, bias parameters were drawn from studies of recent use, 
which were available because there are reliable biomarkers of recent opium exposure.

The use of matching on sex probably led to downward selection bias because it resulted in an oversampling of 
men, who were less likely to be unexposed control participants. However, there was also uncontrolled confounding 
by sex, which was considered to be upwards. Adjustment for all three biases in the reverse order of which they were 
expected to occur (here the adjustment order was selection bias, exposure misclassification, and confounding) 
yielded an adjusted summary odds ratio of 8.6, suggesting that the bias in the study by Aliramaji et al. (2015), 
given the best available estimates of bias parameters, was downwards. This large change occurred because most 
adjustments were in the same direction. A full probabilistic bias analysis was not straightforward, given the studies 
from which the bias parameters were drawn. To address this partially, a sensitivity analysis was performed, in 
which the sensitivity parameters for exposure misclassification were varied within a relatively narrow range of 
plausible values. Even with this narrow range, the adjusted odds ratio ranged from 1.3 (no misclassification) to 
11.2 (differential misclassification); this emphasizes the potential influence of this source of bias. Full details of 
this example are provided in Annex 3, along with R code (online only; available from: https://publications.iarc.who.
int/634#supmat). (text continues on page 170)

https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
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the potential key biases, including 
their direction and, if possible, their 
magnitude. The array of studies can 
then be used to evaluate biases 
indirectly, and to triangulate epide-
miological evidence by comparing 
results from subsets of studies with 
different key biases. The wide array of 
tools described in this book provides 

methods to evaluate the direction 
and magnitude of bias, drawing on 
external data where necessary. It is 
hoped that, in the future, these bias 
analyses will be incorporated into the 
results section in more original study 
publications, as outlined in Chapter 7, 
reducing the need for speculation in 
the ubiquitous paragraph on strengths 

and limitations in the discussion 
section of publications. This will 
strengthen the field of epidemiology 
and facilitate the bias assessment 
work of review teams.
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