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Four decades ago, the Interna- 

tional Agency for Research on Can- 

cer (IARC) published the first vol- 

umes in the seminal Statistical Meth- 

ods in Cancer Research series. Vol- 

umes I and II, edited by Dr Norman 

E. Breslow and Dr Nicholas E. Day, 

encapsulated the growing statistical 

methodology for case–control stu-

dies and cohort studies – the work- 

horse study designs (then and now) 

in observational epidemiology. These 

two volumes were instrumental in 

the training and education of sev- 

eral generations of epidemiologists, 

providing essential research method- 

ologies for the study of cancer and 

other chronic diseases. Studies car-

ried out using the methods outlined 

by Breslow and Day have formed the 

basis of much of our understanding 

about the preventable causes of can-

cer in humans, as evidenced in the 

evaluations carried out by the IARC 

Monographs programme over the 
decades.

Today, researchers and those in- 
volved in evidence synthesis are in- 
creasingly called upon to formally 
examine sources of bias in obser-
vational epidemiology studies. Al- 
though methodologies in assessing 
the direction and magnitude of such 
biases have advanced since the 
initial publication, there has been 
a dearth of accessible information 
available to the research and evi-
dence synthesis communities.

In this new volume of the IARC 
Statistical Methods in Cancer Re- 
search series, Dr Amy Berrington de 
González, Dr David B. Richardson, 
and Dr Mary K. Schubauer-Berigan, 
together with their colleagues, pro-
vide a comprehensive compendium 
of approaches and methods with ma- 
ny worked examples to examine the 

impacts of biases in epidemiological 
studies. The authors are to be com-
mended for creating a volume that 
lives up to the spirit and scope of its 
predecessors. This new volume will 
undoubtedly serve as a useful re-
source for forthcoming generations 
of epidemiologists and the IARC 

Monographs programme.

Dr Elisabete Weiderpass
Director, International Agency  

for Research on Cancer
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1Preface

Purpose of the book

Observational epidemiology is used 
to identify the causes of cancer and 
other chronic diseases, to determine 
the effectiveness of interventions, 
and to understand reasons for differ-
ences in disease rates over time 
or across locations. For more than 
50 years, the IARC Monographs on  
the Identification of Carcinogenic Haz- 
ards to Humans have led reviews 
of observational epidemiology, and  
other evidence, to identify prevent- 
able causes of human cancer. In this 
review process, expert groups in 
the IARC Monographs programme 
and similar programmes must judge 
whether a causal interpretation is 
supported, including whether chance, 
bias, and confounding can be reason-
ably ruled out.

Even with the best study design 
and analysis, it is nearly impossible 
to eliminate all sources of systematic 
bias in observational epidemiology; 
residual confounding, information 
bias, and selection bias will often 
remain, despite the researchers’ 
best efforts. For cancer hazard iden-
tification, the primary concern when 
assessing these systematic biases is 
whether the direction and magnitude 
of the bias in the central estimate of 

association could change the inter-
pretation of the result.

The primary purpose of this book 
is to summarize the wide range of 
practical methods that can be used 
by a reader or reviewer of a publi-
cation to assess the potential im- 
pact of confounding, information bias 
(including differential and non-dif-
ferential exposure and outcome 
misclassification), or selection bias 
on the results of an epidemiological 
study. The methods we present can 
be implemented with information 
from the publications or external 
sources, and do not need the orig-
inal study data. They include indirect 
approaches, for example negative 
control outcomes or exposures and 
proxies, and other approaches, such 
as sensitivity analyses.

The original volumes in this 
IARC Statistical Methods in Cancer 
Research series, by Breslow and 
Day, summarized the methods avail-
able at the time for the design and 
analysis of case–control studies and 
cohort studies. Since these works 
were published, in the 1980s, there 
have been important developments 
in both direct and indirect methods 
for identifying and quantifying biases, 
and related advances in causal infer-
ence. These methods are scattered 
across the epidemiological and sta- 

tistical literature or embedded within 
more technical textbooks. Our goal 
here is to draw them together and, 
to quote Breslow and Day, “to place 
these new tools in the hands of the 
practising statistician or epidemiolo-
gist” (Breslow and Day, 1980, p. 7). 
To do this, we present them in a way 
that is accessible to epidemiologists 
and other research workers who do 
not have extensive statistical training, 
as well as to statisticians who do 
not have epidemiological training. 
We then illustrate the methods with 
practical examples, taken from 
cancer epidemiology, that recur 
throughout the chapters. We draw 
on four agents that have previously 
been evaluated for carcinogenicity in 
the IARC Monographs programme: 
radiofrequency electromagnetic field 
(non-ionizing) radiation, consumption 
of red meat, night shift work, and 
consumption of opium. These were 
chosen because they have features 
that illustrate the range of concepts 
being explored throughout the book. 
We provide links to online code or 
spreadsheets developed by the coau-
thors or provided by Fox et al. (2021).

Another purpose of the book is 
to outline the process for integrating 
these bias assessments into the 
evidence synthesis. In systematic 
reviews, such as those undertaken 
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by the IARC Monographs pro- 
gramme, biases are typically first 
evaluated within an individual study, 
and then the integration is per- 
formed. A growing range of tools is 
available for the appraisal of bi- 
ases in systematic reviews (e.g. 
Grading of Recommendations, As- 
sessment, Development, and Eval- 
uations [GRADE], Risk of Bias in 
Non-randomized Studies of Inter- 
ventions [ROBINS-I] or of Exposure 
[ROBINS-E]). Many take an algo-
rithmic or checklist approach, which 
emphasizes the presence or absence 
of bias without regard for its direction  
or magnitude, and then exclude 
studies deemed to have the poten-
tial for (or risk of) bias (Steenland et 
al., 2020). A serious limitation of these 
tools is that they can purge many 
potentially informative studies, in- 
cluding studies that could help assess 
biases. On the opposite end of the 
evidence synthesis spectrum is the 
goal of reviewing and synthesizing all 
informative epidemiological studies. 
The process we outline uses the wide 
array of methods described in the 
book to retain all informative studies. 
This approach is consistent with the 
review methods described in the 
Preamble to the IARC Monographs 
(IARC, 2019 and Chapter 1), which 
calls for Working Groups to integrate 
studies into evidence synthesis on 
the basis of their quality and infor-
mativeness but recommends against 
the use of checklists to assess biases 
and sources of error.

Despite the many developments 
in the field of bias assessment, in 
many epidemiological study papers 
we still find the ubiquitous limitations 
section that acknowledges the possi-
bility of residual confounding, mea- 
surement error, recall bias, or other 

deficiencies but does not attempt to 
assess their potential impact on 
findings. We hope that this book will 
encourage authors to apply a wider 
range of direct and indirect bias 
assessments in their primary research 
publications. We also refer the reader 
who is interested in more involved 
methods, including multidimensional 
and probabilistic bias analyses, to 
Fox et al. (2021). Broader adoption 
of these analyses will enhance the 
quality of the original papers and 
further improve the interpretation of 
the evidence in subsequent reviews.

This IARC Scientific Publication 
was supported by a 4-day workshop 
held in October 2022 in Lyon, France, 
attended by the coauthors. Before 
the workshop, participants developed 
initial literature reviews and outlined 
draft chapters. At the workshop, 
participants discussed the methods, 
developed worked examples, and 
finalized the organization of the mate-
rial. The draft chapters were reviewed 
internally and by a group of external 
peer reviewers.

Definitions of biases in 
observational cancer 
epidemiology

Brief descriptions of bias in measures 
of association are presented next and 
are then further elaborated within 
the relevant chapters. Three major 
sources of systematic bias are recog-
nized in estimates of a measure of 
association: confounding, information 
bias, and selection bias. Because the 
focus here is on hazard identification, 
rather than risk assessment, it is crit-
ical to evaluate the direction of the 
bias in relation to the direction of the 
observed effect. Therefore, we have 
used the terminology of bias towards 

or away from the null (no effect) 
to describe the direction wherever 
possible. In some special circum-
stances, we may deviate from this, 
particularly if the direction of the bias 
is (nearly) always upwards (positive) 
or downwards (negative), such as for 
the healthy worker effect.

Confounding

Confounding is bias that arises when 
the exposure and the outcome of 
interest share a common cause 
(Hernán and Robins, 2006). Con- 
founding is a routine concern in 
observational epidemiology, because 
of the lack of random assignment 
to exposure that would ensure that 
extraneous factors (e.g. other causes 
of cancer) are randomly distributed 
among those with different exposure 
values. To be a confounder, a factor 
must be related to both exposure (the 
agent of interest) and outcome (the 
cancer of interest). Confounding can 
lead to spurious associations (away 
from the null, also termed positive 
confounding) or mask true associa-
tions (towards the null, also termed 
negative confounding). Confounding 
can be controlled for or minimized in 
the design or analysis phase of an 
observational study. This often re- 
quires the identification and speci- 
fication of confounding factors (or 
confounders) that well represent the 
source of the potential confounding. 
For example, confounding by tobac- 
co smoking may be specified in 
various ways, such as number of 
years of tobacco smoking, intensity 
of tobacco smoking, or time since 
quitting (or any combination thereof). 
Importantly, the quality of the speci-
fication of the confounder can influ-
ence the extent to which confounding 
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is controlled. Control for poorly 
specified confounders may result in 
incompletely controlled (or residual) 
confounding. Conversely, adjusting 
for a confounder that is on the causal 
pathway between an exposure and 
a cancer would have the effect of 
removing some of the effect of that 
exposure on the cancer and would 
give an inaccurate assessment of the 
true total causal effect.

Information bias

Information bias results from mis- 
measurement or misclassification of 
exposure or outcome. The extent of 
exposure mismeasurement or mis- 
classification can be non-differential 
or differential with respect to outcome 
status (e.g. those with cancer can have 
equally accurate, more accurate, or 
less accurate exposure measurement 
or classification, compared with those 
without cancer). This mismeasure-
ment can be systematic (e.g. always 
higher than the true value) or random 
(e.g. sometimes higher and some-
times lower than the true value). An 
example of differential and system-
atic exposure measurement error is 
the recall bias that may be observed 
in case–control studies, in which 
participants in the case group may 
be more likely to recall an exposure 
than participants in the control group, 
and the control group would there-
fore have systematically underesti-
mated exposures. Likewise, outcome 
misclassification can be non-differ-
ential or differential with respect to 
exposure status, although the latter 
is less common in most observational 
epidemiology studies.

Selection bias

Selection bias can occur when entry 
into or retention in a study is related 
to both exposure and outcome, for 
example in a cohort study when 
exposed individuals are system-
atically more (or less) likely to be 
found to be diagnosed with cancer 
compared with unexposed individ-
uals, or when dropout from a cohort is 
related to both exposure and outcome 
status. In a case–control study, selec-
tion bias can occur when people with 
cancer (case participants) are more 
(or less) likely to agree to take part 
in a study if they have had an expo-
sure that they think might be related 
to cancer. Importantly, selection bias 
requires that study inclusion is related 
to both exposure and outcome. Study 
inclusion that is related to only one 
of these factors does not necessarily 
lead to selection bias. For example, 
if the source population giving rise to 
the study population is more highly 
exposed than the target (e.g. general) 
population but inclusion is unrelated 
to cancer outcomes, then the study 
might suffer from non-representative-
ness of the target population, but the 
estimate will not, in expectation, be 
biased for the source population. This 
is often the case with occupationally 
exposed (source) populations, who 
may have higher exposures than the 
general (target) population but whose 
mechanisms of follow-up would 
not be different from those of the 
general population. More information 
about these concepts is available in 
Richiardi et al. (2013).

Other bias descriptors

Other terms are used to discuss bias 
in epidemiological studies, although 
such terms often relate to problems 
of confounding, information bias, or 
selection bias.

Immortal time bias occurs when 
study participants (e.g. in a cohort 
study) cannot experience the out- 
come during some periods of their 
follow-up after exposure begins. This 
is usually related to the establishment 
of a cohort (and, hence, the start of 
follow-up) after the start of exposure, 
as might occur in occupational or 
pharmaco-epidemiological studies. 
Because immortal time bias occurs 
in studies that condition on disease 
status during some period after expo-
sure begins, it is a form of selection 
bias.

Reverse causation, for example 
in which diagnosis with disease at 
time 0 causes a change in exposure 
status at time 1, typically refers to a 
type of information bias that arises 
when subjects are not classified 
with respect to baseline exposure 
status. Protopathic bias, which is 
related to reverse causation, occurs 
when prediagnostic symptoms of the 
outcome under study affect the expo-
sure. For example, in Volume 126 
of the IARC Monographs (IARC, 
2021), protopathic bias and reverse 
causation were of concern for opium 
consumption and certain cancers, 
because consumption of opium (a 
narcotic, antitussive drug) might have 
been initiated to reduce early symp-
toms of cancers of the larynx, lung, 
or oesophagus.
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Organization of the book

We have made some pragmatic deci-
sions about the organization of the 
material in this book. The detailed 
index should facilitate the location of 
specific topics and relevant worked 
examples.

In Chapter 1, we provide back-
ground on the IARC Monographs 
programme and its systematic review 
and evidence synthesis process, as a 
key example of issues faced by expert 
review groups. We briefly discuss 
other major programmes of cancer 
hazard identification worldwide and 
their similarities to and differences 
from the processes of IARC. We also 

introduce the concept of study infor-
mativeness (the ability for a study to 
correctly identify a real positive asso-
ciation or a real null association) and 
discuss the related topic of conflicts 
of interest and how these could 
affect the potential for study bias or 
informativeness.

In Chapter 2, we introduce the 
concept of directed acyclic graphs 
and describe how they can be useful 
tools for identifying sources of bias, 
particularly confounding and selec-
tion bias. In Chapters 3, 4, and 5, 
we summarize methods that can 
be applied to assess and quantify 
the three major sources of bias 
(confounding, information bias, and 

selection bias). Chapter 5 also covers 
the miscellaneous topics of immortal 
time bias, protopathic bias, reverse 
causation, and considerations when 
using biomarkers of exposure. We 
then describe how to integrate these 
bias assessments into the evidence 
synthesis process in Chapter 6, and 
discuss some approaches for the 
evaluation of multiple biases. We 
conclude, in Chapter 7, with some 
recommendations for reporting re- 
sults and data elements in original 
study publications that could facilitate 
bias assessment for future systematic 
reviewers.
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In the IARC Monographs pro-
gramme, epidemiological evidence is 
typically synthesized according to pre-
cepts that take into account whether 
the design, conduct, and interpreta-
tion of such studies supports a caus-
al interpretation of their findings. Evi-
dence syntheses can in turn be used 
to support various public health mea-
sures, including hazard identification, 
risk assessment, intervention devel-
opment, and impact assessment.

Since its inception, the aim of the 
IARC Monographs programme has 
been to identify carcinogenic hazards 
for humans, by integrating, for each 
agent under investigation, all available 
evidence from studies in humans, ani-
mals, and in vitro systems. Therefore, 
it is important that reviewers of the 
evidence on cancer in humans are 
acquainted with the wider context of 
their review work. For this purpose, 

Section 1.1 provides an overview of 
the working methods and procedures 
used in producing the IARC Mono-
graphs, as applied today (Annex 1 
outlines their evolution since the pro-
gramme’s origins), Sections 1.2 and 
1.3 deal specifically with cancer epide-
miology, discussing the use and eval-
uation of studies on human cancers 
with actual examples from the IARC 
Monographs programme. Section 1.4 
discusses issues related to conflicts 
of interest (COIs). Section 1.5 exam-
ines the cancer hazard classification 
of all agents hitherto evaluated by 
the IARC Monographs programme 
from the perspective of false-positive 
and false-negative conclusions. Ap-
proaches for further enhancing the 
incorporation of bias assessments in 
the context of cancer hazard identi-
fication are described in the Preface 
and Chapter 6.

1.1 Overview of cancer hazard 
identification in the IARC 
Monographs programme

As the cancer research arm of the 
World Health Organization (WHO), 
IARC has estimated that there were 
19.3 million new cases of cancer glob-
ally in 2020, with a projected increase 
of nearly 50% by 2040 (Sung et al., 
2021). While part of this increase is 
attributable to the ageing of global 
populations and increasing capa-
bilities for and access to diagnosis, 
particularly in low- and middle-in-
come countries, a growing prevalence 
of exposure to external causes of 
cancer – both known and unknown – 
has also been postulated. Primary 
prevention requires identification of 
the causes of cancer. Since 1971, the 
IARC Monographs programme has 

chapter 1.
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convened experts in cancer epidemi-
ology, cancer bioassays, and mecha-
nistic studies to review and evaluate 
the evidence on carcinogenicity of a 
diverse set of agents, including chem-
icals, particles and fibres, physical 
and biological agents (e.g. ionizing 
radiation, viruses), pharmaceuticals, 
complex mixtures (e.g. air pollution), 
personal behaviours (e.g. tobacco 
smoking, opium consumption), and 
occupational exposure circumstances 
(e.g. occupational exposure as a 
painter or as a firefighter).

Over the course of 52 years, 136 
meetings have been convened of 
expert Working Groups to deliberate 
on the evidence, resulting in the publi-
cation of detailed evidence evalua-
tions that have identified 546 agents 
as carcinogenic to humans, probably 
carcinogenic to humans, or possibly 
carcinogenic to humans. The avail-
able literature is summarized and 
synthesized into IARC Monographs 
volumes using an approach docu- 
mented in each volume in a Pre- 
amble (IARC, 2019), which has 
been included since the first volume 
was published in 1972. As scientific 
methods have evolved, the Preamble 
has been updated accordingly (Baan 
and Straif, 2022), 10 times between 
1977 and 2019 (see Annex 1). The 
Preamble lays out the steps for 
selecting meeting participants, for the 
prevention and management of COIs, 
and for the conduct of the meeting, 
as well as the methods to be used 
for the evidence synthesis and inte-
gration. The most recent update to 
the Preamble emphasizes increased 
transparency and scientific rigour of 
the review, as well as modernized 

methods for literature searching and 
screening (Samet et al., 2020), as 
described in Section 1.2. Side Box 1.1 
provides an overview of the current 
evidence synthesis and integration 
approach.

The IARC Monographs pro- 
gramme is a process of cancer hazard 
identification. Working Groups ascer-
tain whether evidence supports a 
causal interpretation of any observed 
associations between an agent 
and one or more types of cancer; 
however, they do not conduct a full 
risk assessment, in which the quan-
tification of the risk of cancer associ-
ated with specific routes and levels of 
exposure is carried out (Samet et al., 
2022). Given this focus on hazard 
identification, the key question faced 
by Working Groups is whether asso-
ciations that are observed support 
a causal interpretation, rather than 
being an artefact of poor study design, 
the result of incorrect analysis or 
interpretation, or due to confounding 
or biases such as information bias or 
selection bias. The approaches by 
which Working Groups judge cancer 
epidemiology studies, individually and 
collectively, are described in detail 
in Sections 1.2–1.3. For cancer in 
humans, there are prespecified cate-
gories for classifying the evidence 
evaluation: sufficient, limited, inade-
quate, and evidence suggesting lack 
of carcinogenicity (ESLC). The cancer 
sites for which there is judged to be 
sufficient evidence have been specif-
ically identified for each agent since 
IARC Monographs Volume 98 (IARC, 
2010), while the cancer sites for which 
there is judged to be limited evidence 
or ESLC have been identified since 
IARC Monographs Volume 100 
(IARC, 2012a, b, c, d, e, f). For agents 
suspected to cause cancer, it is not 

possible to design ethical experi-
ments in humans. Consequently, 
most of the epidemiological evidence 
evaluated in the IARC Monographs 
derives from observational studies. 
In order to reach a determination that 
there is sufficient evidence that an 
agent causes cancer in humans, the 
Working Group judges that a causal 
relation has been established for one 
or more cancer sites, in that a positive 
association has been observed in the 
body of evidence, and that chance, 
bias, and confounding can be ruled 
out with reasonable confidence as 
an explanation for these positive 
findings. When a determination is 
made that the evidence is limited, 
this implies that a causal interpre-
tation is credible, in that a positive 
association between exposure and 
cancer has been observed in the 
body of evidence, but chance, bias, 
or confounding, or some combination 
thereof, could not be ruled out with 
reasonable confidence. When it is 
determined that the evidence is inad-
equate, this implies that the ensemble 
of research does not permit a conclu-
sion about a causal association. This 
usually reflects one of the following 
reasons: no data or sparse data were 
available, or a positive association 
was not observed in the body of 
evidence, or findings were positive but 
were judged to be entirely explained 
by chance, bias, or confounding.

These classification categories 
have been largely unchanged since 
the revision of the IARC Monographs 
Preamble in Volume 30 in 1982 (IARC, 
1983), when the phrase “chance, bias, 
and confounding” was introduced to 
differentiate between sufficient and 
limited evidence (see Annex 1). For a 
determination of ESLC, a judgement 
is made that no positive findings 
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were seen in adequately powered 
and well-conducted studies at any 
exposure level and that bias could 
be ruled out as an explanation for 
the absence of an association. For 
example, for coffee drinking, there 
was deemed to be ESLC for cancers 
of the pancreas, liver, female breast, 
uterine endometrium, and prostate 
(IARC, 2018a). In practice, a desig-
nation of ESLC is often used when 

an inverse association is observed 
for a cancer site (e.g. such an inverse 
association was noted for coffee 
drinking and cancers of the liver and 
endometrium). Typically, ESLC for 
one or more cancer sites may occur 
together with sufficient or limited 
evidence of carcinogenicity for other 
sites (e.g. the agent tamoxifen exhib-
ited sufficient evidence for causation 

of endometrial cancer and ESLC for 
breast cancer; IARC, 2012a).

The evidence for the two other 
streams, cancer in experimental 
animals and carcinogen mecha-
nisms, is synthesized using different 
approaches from that used for cancer 
in humans (Samet et al., 2020). Once 
an evaluation is made regarding the 
evidence synthesis for each individual 
evidence stream, the three streams 

Side Box 1.1. Evidence synthesis and integration in the IARC Monographs

As laid out in the current Preamble, adopted in 2019, the IARC Monographs evaluations are carried out in a five-
step systematic review process (Fig. 1.1). Step 1 is the identification of relevant studies, by conducting extensive 
literature searches. Step 2 involves screening, selecting, and organizing the identified studies. Study quality 
(including consideration of potential biases) is evaluated in Step 3, and study characteristics are reported in Step 4. 
Step 5 of the review process, evidence synthesis and integration, is conducted at an 8-day meeting held at IARC 
in Lyon, France.

Three streams of evidence are considered in the IARC Monographs evaluation process: cancer in humans, 
cancer in experimental animals, and mechanistic evidence. The evidence is first synthesized individually by stream 
using well-defined criteria. Then the evidence is integrated across the streams, using guidelines established in the 
Preamble, into one of four groups: Group 1, carcinogenic to humans; Group 2A, probably carcinogenic to humans; 
Group 2B, possibly carcinogenic to humans, and Group 3, not classifiable as to its carcinogenicity to humans 
(Fig. 1.1). (text continues on page 7)

Fig. 1.1. Overview of the IARC Monographs evidence synthesis and evaluation process. Source: Compiled from 
Samet et al. (2020). 
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are integrated by the Working Group 
into an overall synthesis leading to 
one of the four classification groups 
(Fig. 1.2).

The overall evaluation reflects the 
degree of certainty about the strength 
of evidence regarding the carcino-
genicity of the agent to humans. A 
determination of sufficient evidence 
regarding one or more cancer sites 
in humans leads directly to a Group 1 
classification, regardless of the evi- 
dence in the other two streams. If suffi-
cient evidence for cancer in humans 
is not shown for any cancer site but 
there is limited evidence regarding 
one or more cancer sites, then eval-
uations from the other two streams 
may inform the overall classification: 
a determination of either sufficient 
evidence for cancer in experimental 
animals or strong mechanistic 
evidence (or both) combines with the 
limited evidence for cancer in humans 
to give a Group 2A classification. 

Recent examples include night 
shift work and 1,1,1-trichloroethane: 
for night shift work, human cancer 
evidence was limited for cancers of 
the breast, prostate, and colorectum 
(IARC, 2020); for 1,1,1-trichloroeth- 
ane, evidence was limited for multi- 
ple myeloma (IARC, 2022). In both 
instances, there was sufficient evi- 
dence for cancer in experimental 
animals, and for night shift work 
there was also strong mechanistic 
evidence in experimental systems. 
However, in most instances, particu-
larly for environmental or occupa-
tional exposures, a determination 
of sufficient evidence for cancer in 
humans is accompanied by sufficient 
evidence in experimental animals, 
strong mechanistic evidence, or both 
(Cogliano et al., 2011; IARC, 2012b, 
c, d, e, f). It is possible to arrive at a 
Group 1 classification with limited or 
even inadequate evidence regarding 
cancer in humans if there is sufficient 

evidence for cancer in experimental 
animals and strong mechanistic 
evidence in exposed humans. Three 
examples are ethylene oxide (IARC, 
1994), neutron radiation (IARC, 
2000), and perfluorooctanoic acid 
(PFOA; Zahm et al., 2024).

1.2 Methods for evaluating 
human cancer studies in 
cancer hazard identification

1.2.1 The IARC Monographs 
approach

Section B.2 of the IARC Monographs 
Preamble (IARC, 2019) presents two 
parts specifically devoted to human 
cancer studies: the first details consid-
erations in the evaluation of individual 
studies, and the second addresses 
considerations for evaluation of the 
overall body of evidence. The first 
part (Sections B.2a–B.2c) addresses 
the types of study to be considered 
for the evaluation of human cancer 

Fig. 1.2. Possible combinations leading to overall evaluations during evidence integration in the IARC Monographs 
programme of cancer hazard identification.

Evidence of cancer 
in humans

Evidence of cancer in 
experimental animals Mechanistic evidence Evaluation

Sufficient Irrelevant Irrelevant Carcinogenic
(Group 1)Limited or inadequate Sufficient Strong (exposed humans)

Limited Sufficient Limited or inadequate
Probably 
carcinogenic
(Group 2A)

Limited Limited or inadequate Strong
Inadequate Sufficient Strong (human cells or tissues)

Limited or inadequate Irrelevant Strong (mechanistic class)
Limited Limited or inadequate Limited or inadequate Possibly 

carcinogenic 
(Group 2B)

Inadequate Sufficient Limited or inadequate
Inadequate Limited or inadequate Strong

Inadequate Sufficient Strong (does not operate in 
humans) Not classifiable 

(Group 3)
All other situations



10

evidence, indicating that high-quality 
case–control and cohort studies 
usually provide the most suitable data 
for such an exercise; it then mentions 
the procedures to be followed for 
the identification of eligible studies 
of cancer in humans and outlines 
the key aspects of assessment of an 
individual study’s quality and informa-
tiveness (the latter term designating 
the overall ability of a study to identify 
an effect when one exists, or to iden-
tify the lack of an effect when none 
exists). Four cardinal aspects of each 
study should be examined: the study 
description and design, the study 
population (including subpopulations, 
such as people potentially susceptible 
to cancer), the outcome measure-
ment, and the exposure measure-
ment. Furthermore, in evaluating the 
adequacy of statistical methods of 
analysis, which have evolved consid-
erably in scope and sophistication in 
recent decades, the role of random 
and systematic errors, collectively 
designated as chance, bias, or 
confounding, should be considered. 
The IARC Monographs Preamble 
(IARC, 2019) notes, “For the sake 
of economy and simplicity, in this 
Preamble the list of possible sources 
of error is referred to with the phrase 
‘chance, bias, and confounding’, but it 
should be recognized that this phrase 
encompasses a comprehensive set of 
concerns pertaining to study quality.” 
The Preamble emphasizes, “These 
sources of error do not constitute and 
should not be used as a formal check-
list of indicators of study quality. The 
judgement of experienced experts 
is critical in determining how much 
weight to assign to different issues in 
considering how all of these potential 
sources of error should be integrated 
and how to rate the potential for error 

related to each of these considera-
tions.” As a transition to the second 
part, the combination of studies via 
meta-analysis and pooled analyses 
is sketched (in Section B.2d) as a 
valuable, albeit not prescriptive, tool 
to check the consistency of results 
across studies.

The second part of Section B.2e 
presents a range of considerations in 
assessing the body of epidemiolog-
ical evidence, stating in the opening 
paragraph, “There is no formulaic 
answer to the question of how many 
studies of cancer in humans are 
needed from which to draw inferences 
about causality, although more than 
a single study in a single population 
will almost always be needed. The 
number will depend on the considera-
tions relating to evidence described.” 
This part carries an obvious foot-
print of the viewpoints presented by 
Hill (1965), from which the available 
epidemiological evidence needs to 
be critically scrutinized. Although 
formulated to assist causal infer-
ence on environmental exposures of 
various kinds, the Hill perspective has 
become more generally influential in 
discussions on causal inference from 
observational studies. Set aside from 
these viewpoints is the issue of ruling 
out chance, namely the effects of 
sampling errors, estimated by tests of 
significance and confidence limits, on 
which Hill takes a firm position (Hill, 
1965): “No formal tests of significance 
can answer [causal] questions. Such 
tests can, and should, remind us of 
the effects that the play of chance 
can create, and they will instruct us in 
the likely magnitude of those effects. 
Beyond that they contribute nothing 
to the ‘proof’ of our hypothesis.” This 
position remains, in essence, valid 
today (Savitz et al., 2024).

Each of these viewpoints focuses 
on a feature of the epidemiological 
data that, if present, supports a causal 
interpretation of an observed associa-
tion between an exposure and a risk of 
cancer. The nine features, as labelled 
by Hill (but in a different order), are 
reported in Table 1.1. With the excep-
tion of temporality, which is, in fact, 
an absolute requirement, the relative 
weight of each feature is not fixed, 
and the absence of a feature does not 
automatically detract from a causal 
interpretation. However, consistency – 
which reflects, within an observa-
tional context, the important concept 
of reproducibility in science – ranks 
generally high in weight but must be 
balanced by consideration of the rela-
tive informativeness and potential for 
bias of the different studies contrib-
uting evidence to the evaluation.

The evaluation of several of the 
features in Table 1.1 to infer the causal 
nature of an observed association 
evolved early in the IARC Monographs 
programme; it has been maintained 
for the past 40 years, unchanged at 
its core, and has been accompanied 
by several specifications and explicit 
indications, outlined in Annex 1. For 
example, consideration number 5, 
consistency (which has always had a 
prominent role for causal inference), 
has recently been better specified 
in terms of triangulation methods 
(e.g. Lawlor et al., 2016; for addi-
tional information, see Chapter 6). As 
further examples, the Preamble now 
advises Working Groups to explicitly 
consider the direction and magnitude 
of biases (e.g. as arising from expo-
sure misclassification or unmeasured 
confounding), not simply their pres-
ence, and discusses the possibility of 
ESLC of an exposure.
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Table 1.1. Features of an association between exposure and cancer risk that support a causal interpretation within the 
IARC Monographs programme

Feature Evaluation within IARC Monographs

1. Temporality There should be unequivocal evidence that the onset of exposure has preceded the onset 
of a detectable cancer.

2. Strength Once all feasible adjustments for confounding and biases have been implemented, a strong 
resulting association (e.g. with high relative risk) is less likely than a weak one to be fully 
explained by residual or unknown confounding and biases, and therefore is more likely to 
be of causal nature.

3. Specificity This consideration, suggesting that evidence is stronger when carcinogenicity is observed 
in only one or a few organs or tissues (rather than in many), has been variably invoked 
by Working Groups. For agents that exhibit systemic exposure (e.g. ionizing radiation), 
specificity is not highly valued. For other agents, where exposure is not systemic (e.g. 
some lung carcinogens), a finding of specific effects only in organs where exposure occurs 
strengthens a causal interpretation. Furthermore, an association may sometimes be judged 
as much stronger when exposure is redefined by restriction to specific subgroups (e.g. 
people with a particular genetic polymorphism or exposed to a single chemical) or the 
outcome is restricted to specific histological or molecular subtypes of a cancer.

4. Biological gradient In carcinogenesis, an all-or-none response to a carcinogen very rarely, if ever, occurs. 
Hence, finding that an increasing exposure level is associated with an increasing cancer risk 
is in accordance with established biological knowledge on cancer causation.

5. Consistency A causal interpretation of an association receives considerable support when findings 
are consistent between studies carried out in different populations, with possibly different 
exposure and confounding patterns or effect modification, or with different study designs 
and methods (accounting for differences in study informativeness, e.g. exposure contrast or 
latency considerations). Study informativeness is an important consideration here. A study 
is informative to the extent that it is capable of detecting an increased risk when it truly exists; 
this goes beyond study power and depends on the availability of the right population with 
the right exposures and the right design with the right cancer type. Fully informative studies 
permit sounder interpretation of results than do minimally informative studies.

6. Experiment A reduction of risk after reduction or cessation of an exposure points to the exposure as 
the causative agent of the risk; this indication carries particular weight if the reduction or 
cessation occurs in the framework of a purposely designed intervention (e.g. a regulatory 
measure to reduce the level of an air pollutant).

7. Plausibility Firmly established biological mechanisms (e.g. a precursor lesion well documented as 
entailing a high risk of subsequent cancer) speak in favour of the causal nature of the 
association between an exposure and a cancer if, for example, the same exposure is 
also found to be associated with the precursor lesion. Biological mechanisms still under 
investigation do not contribute to the evaluation of the evidence in humans and are examined 
separately, within the mechanistic evidence stream of an IARC Monographs evaluation 
process.

8. Coherence In Hill’s words, the causal interpretation “should not seriously conflict with the generally 
known facts” (Hill, 1965) about the disease and – it can be added – the exposures, such as 
their respective distributions, patterns, and trends within and between populations. Coherent 
findings across related cancer sites with respect to exposure to the target organ (e.g. as for 
cigarette smoking or alcohol consumption) can support a causal interpretation.

9. Analogy This weak feature is not usually considered, except in the strict sense of regarding 
as analogous certain chemicals with very close structural and activity properties; this 
consideration would occur in the mechanistic evidence stream evaluation for the IARC 
Monographs.
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1.2.2 Other major programmes 
of cancer hazard identification

While the IARC Monographs pro- 
gramme is the world’s oldest cancer 
hazard identification programme, 
other health organizations worldwide 
have been engaged in the conduct of 
cancer hazard identification, some 
for decades. Side Box 1.2 briefly 
mentions a few such programmes, 
emphasizing the extent to which their 
evaluation approaches differ from 
those of the IARC Monographs.

1.3 Examples of current ap- 
proaches to bias consideration 
in IARC Monographs evaluations

Historically, and specifically since 
the implementation of the Preamble 
revision in 1987 (IARC, 1987), Work- 

ing Groups have used a variety of 
approaches to determine whether 
chance, bias, and confounding can be 
ruled out with reasonable confidence, 
as a delimiter between evaluations 
of sufficient and limited evidence, or 
whether a causal interpretation is even 
credible, in distinguishing between 
limited and inadequate evidence. 
Working Groups closely scrutinize 
the adequacy of study design and 
analysis methods and of reporting of 
results, noting detailed strengths and 
limitations of the studies evaluated. 
The evidence triangulation principle 
has long been applied in considering 
whether different studies that have 
diverse types of bias point to the same 
conclusion. For example, ecological 
and case–control studies of arsenic 
in drinking-water had different bias 

potentials from each other and from 
cohort studies of inhalation exposure 
to arsenic in workers; however, all 
three types of study strongly pointed 
to an excess risk of lung cancer 
(IARC, 2012c). Case–control studies 
of low-level radon exposure in the 
general population (which had some 
potential for recall bias and non-dif-
ferential exposure misclassification) 
complemented cohort studies of ura- 
nium miners exposed to high-dose 
radiation levels, lending confidence to 
a causal interpretation of the associa-
tion between radon progeny and lung 
cancer (IARC, 2012d).

Negative control outcomes, i.e. 
outcomes that are plausibly related to 
confounders but not to the agent of 
interest, can help elucidate whether 
confounding exists. As an example, 

 Side Box 1.2. Examples of other programmes of cancer hazard identification

Since 1978, the United States Department of Health and Human Services has had the legislative mandate to publish 
a cancer hazard report (prepared by the National Toxicology Program), known as the Report on Carcinogens 
(RoC), which lists substances (defined as “agents, substances, mixtures, exposure scenarios”) that are “either 
known or reasonably anticipated to be a human carcinogen” (Lunn et al., 2022). Evaluation by the RoC requires 
that a significant number of people be exposed in the USA. Like the IARC Monographs programme, the National 
Toxicology Program RoC adheres to a well-defined and structured process for evaluating substances for their 
carcinogenic hazard. This process also includes consideration of human cancer, animal bioassay, and mechanistic 
evidence streams. Considerations in the evaluation of human cancer studies are similar to those used in the IARC 
Monographs (Lunn et al., 2022). Study informativeness (identified from assessments of risk of bias and study 
sensitivity) is emphasized for human cancer evaluations. One major difference between the programmes is that 
the RoC is drafted by scientific staff within the National Institute of Environmental Health Sciences programme, 
rather than external expert Working Groups, and goes through external expert peer review and public comment 
before finalization. A detailed comparison of cancer classification methods and results has been published by 
Lunn et al. (2022), but it is worth noting that there is generally high concordance between the agents classified 
in Group 1 in the IARC Monographs and those classified by the RoC as “known to be carcinogenic to humans”.

Other major programmes that undertake hazard identification do so within the context of a formalized risk 
assessment, for example the Integrated Risk Information System (IRIS) programme of the United States Envi- 
ronmental Protection Agency (U.S. EPA, 2022), the Dutch Expert Committee on Occupational Safety (DECOS; 
Health Council of the Netherlands, 2012), the European Food Safety Agency, and many others. These programmes 
evaluate human cancer evidence in a variety of ways, often using evaluation approaches (e.g. IRIS and DECOS) 
similar to those of the IARC Monographs programme, with careful consideration of study quality and potential for 
bias. (text continues below)
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the association between an agent 
and chronic obstructive pulmonary 
disease (COPD) is often examined by 
Working Groups in conjunction with 
that observed for the agent in ques-
tion and lung cancer. Because COPD 
is related strongly to tobacco smoking 
but less strongly, or not at all, to many 
other lung carcinogens, the absence 
of an association between an agent 
and COPD provides reassurance 
that smoking is not a confounder of 
the association observed between 
the agent and lung cancer. More 
quantitative approaches when 

information about the confounder is 
available for only some subjects (or 
is not available for any subject), such 
as the use of indirect adjustments, 
and worst-case assumptions about 
confounder–exposure distributions, 
have been rarely used by Working 
Groups but are explicitly mentioned 
in the Preamble (IARC, 2019, p. 17).

The current Preamble (IARC, 
2019, pp. 15–16) emphasizes the 
explicit evaluation of exposure as- 
sessment quality, including the ex- 
pected impact of any related biases 
on the direction and magnitude of 

measures of association between 
exposure and cancer.

To illustrate the approaches used 
by Working Groups, we draw exam-
ples from the four topics of interest 
that will be discussed throughout 
the rest of this volume (as noted in 
the Preface): radiofrequency elec-
tromagnetic field (RF-EMF) radiation 
(Example 1.1), consumption of red 
meat (Example 1.2), night shift work 
(Example 1.3), and consumption of 
opium (Example 1.4). It is important 
to note that, in addition to concerns 
about bias and confounding, study 

Example 1.1. Evaluation of radiofrequency electromagnetic field (RF-EMF) radiation by the IARC Monographs

Radiofrequency electromagnetic fields, as generated in mobile phone use, were evaluated in IARC Monographs 
Volume 102 as possibly carcinogenic to humans (Group 2B), on the basis of limited evidence for cancer in humans 
and limited evidence of carcinogenicity in experimental animals (IARC, 2013). The Working Group noted in their 
rationale that the human epidemiological evidence was mixed. Some small case–control studies, several studies 
of occupational exposure, and a large cohort study, all investigating brain tumours (particularly gliomas) were 
regarded as uninformative because of several potential sources of exposure misclassification and insufficient 
control for possible confounding. The bulk of the evidence came from reports of the Interphone study – a very 
large international, multicentre case–control study – and a separate large case–control study in Sweden on 
acoustic neuroma and glioma and meningioma of the brain. Both studies showed an association between mobile 
phone use and glioma and acoustic neuroma. However, each study presented non-negligible limitations. In 
the Interphone study, an increased risk of glioma was found only for the highest levels of estimated cumulative 
exposure (cumulative call time). However, differential participation rates between participants in the case and 
control groups – compounded with lower participation rates of control participants who were non-regular mobile 
phone users than of control participants who were regular users – could have resulted in a lower estimated risk 
of brain cancer among regular mobile phone users than the true risk for the participating centres. This is one of 
the reasons given that chance and bias could not be excluded as possible explanations for the increased risk at 
the highest levels of exposure. The study in Sweden revealed an increased risk of glioma, with a gradient with 
increasing cumulative call time. The sequential approach, using a self-administered questionnaire followed by a 
phone interview to collect exposure and confounder information, raised the possibility of information bias, with 
validation studies not having been carried out in the pertinent population. There were also concerns about recall 
bias, which were somewhat tempered by the specificity of the positive associations for two tumour subtypes 
(glioma and acoustic neuroma) but not others. The limitations of the two studies led the Working Group to the 
evaluation that there was limited evidence for cancer in humans; it appears that the reviewers had made full use 
of the published results in the main and ancillary publications of all studies, and especially of the Interphone study 
and the study in Sweden, to probe the existence and direction of biases without, however, formally estimating the 
overall impact of biases for each study. (text continues above)
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 Example 1.2. Evaluation of red meat consumption by the IARC Monographs

Red meat consumption was evaluated as probably carcinogenic to humans (Group 2A), on the basis of limited 
evidence for cancer in humans and strong mechanistic evidence (IARC, 2018b). The Working Group identified 
a large number of cohort and case–control studies, conducted across five continents. They noted substantial 
variation in the quality of study design and exposure assessment instruments, as well as in the definition of red 
meat consumption. Cohort studies with quantitative information on red meat consumption derived from validated 
dietary questionnaires and with good control for confounding were deemed most informative, together with a 
small subset of case–control studies, in examining risk of colorectal cancer. The main determinant in reaching 
a conclusion of limited evidence for cancers of the colorectum and pancreas in humans was the inconsistency 
of results in some of the larger, higher-quality studies. For prostate cancer, concerns about reporting bias and 
outcome misclassification for aggressive forms of disease were additionally mentioned. No formal appraisal of 
bias was carried out for these or other cancer sites in relation to red meat consumption. (text continues on page 13)

 Example 1.3. Evaluation of night shift work by the IARC Monographs

Night shift work (IARC, 2020) was evaluated as probably carcinogenic to humans (Group 2A), on the basis 
of limited evidence for cancer in humans, sufficient evidence for cancer in experimental animals, and strong 
mechanistic evidence in experimental systems. There were two types of human cancer study, with different bias 
concerns: cohort studies of night shift workers in the general population as well as among nurses and flight crew, 
and population-based case–control studies. Most cohort studies did not show positive findings, but most could 
not detect associations for specific time windows of sensitivity for induction of breast cancer (e.g. premenopausal 
breast cancer after recent or non-recent night shift work). Others had short follow-up periods, leading to concerns 
about study power or the ability to detect cancer risk with long latency. In addition, non-differential exposure 
misclassification was a serious concern, but the Working Group did not attempt to quantify the magnitude of 
this bias. A large and informative pooled case–control study (Cordina-Duverger et al., 2018) showed positive 
associations between night shift work and breast cancer overall, with a positive exposure–response association 
observed for only one of several exposure metrics. Here, differential exposure misclassification (due to recall bias) 
and selection bias were of primary concern, with bias away from the null (i.e. a no-association measure) being 
thought most likely, but the Working Group did not estimate the magnitude of the bias or whether it could explain 
the magnitude of risk elevation found in the case–control studies. The Working Group concluded that there was 
limited evidence for breast cancer (as well as cancers of the prostate and colorectum) in humans. (text continues 
on page 13)
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informativeness is used to evaluate 
reasons for consistency (or not) of 
findings, one of the key principles of 
causal inference used in the IARC 
Monographs.

1.4 Minimizing conflicts of 
interest in cancer hazard 
identification

In contemporary research, COI is 
a widespread phenomenon, but its 
structural social aspects and causes 
are beyond the scope of this volume. 
The relevance of COIs here stems 
from the potential for inducing erro-
neous scientific judgements in cancer 
hazard identification, hampering and 

delaying the attainment of scientifi-
cally valid evidence, with the conse-
quence of increased health and 
economic costs to society. The United 
States Institute of Medicine defines a 
COI as “a set of circumstances that 
creates a risk that professional judge-
ment or actions regarding a primary 
interest will be unduly influenced by 
a secondary interest” (Lo and Field, 
2009). Of these circumstances, 
research funding, including employ-
ment support, and personal financial 
interests have been well documented 
after surveys of published studies as 
having the potential to distort scien-
tific judgements in several areas 
of epidemiology, including studies 
for cancer hazard identification 

(Michaels, 2008; Mandrioli et al., 
2016; Lundh et al., 2017). Reviewers 
of the evidence pertinent to cancer 
hazard identification are at times 
confronted with the situation where 
the influence of an identified COI on 
the aims, overall informativeness, 
design, results, and interpretation of 
a study cannot be directly evaluated. 
In such instances, separate consider-
ation and comparison of results can 
be made of studies involving clear 
COIs and studies not so affected, 
with full reports on whether and why 
this examination leads to equal or 
different treatment of the results of 
the two types of study when drawing 
interpretative conclusions.

Example 1.4.  Evaluation of opium consumption by the IARC Monographs

In 2020, opium consumption was evaluated as carcinogenic to humans (Group 1), with sufficient evidence for cancer 
in humans (IARC, 2021). The evidence regarding an association between opium consumption and cancer consisted 
of one large well-conducted cohort study and several dozen case–control studies. All were population-based or 
hospital-based, and most were conducted in the Islamic Republic of Iran. In the Working Group’s evaluation, the use 
of causal diagrams helped to elucidate which covariates might be confounders. The Working Group used directed 
acyclic graphs (DAGs) to identify the main concerns regarding bias; these included residual confounding (primarily 
by tobacco smoking), selection bias, and recall bias for case–control studies, and non-differential exposure 
misclassification, reverse causation, and protopathic bias for all study designs.

The cohort study was subject to non-differential exposure misclassification, and exposure history was captured 
at one time point and was not further updated. However, the use of biomarkers of opium metabolites was thought to 
provide good validation for the questionnaire-based exposure assessment method. Residual confounding by tobacco 
smoking was a second concern, although the cohort study had detailed estimates of several smoking measures, which 
were used to adjust for tobacco smoking. Opium-related risk was also examined in never-smokers of tobacco.

In the population-based case–control studies, the main concern was recall bias, and there was some evidence 
that the choice of control group influenced the estimated odds ratios. Selection bias due to differential participation 
rates of case and control participants was a potential concern, as were protopathic bias and reverse causation. 
However, the latter two sources of bias were thought to have been adequately dealt with by investigators during the 
analyses. A formal assessment of the impact of some of these sources of bias was evaluated in an annex (IARC, 
2021), and this work was important to the Working Group’s evidence synthesis, which concluded that there was 
sufficient evidence in humans that opium consumption causes cancers of the lung, larynx, and bladder, and limited 
evidence that opium consumption causes cancers of the oesophagus, pancreas, pharynx, and stomach. However, 
the different sources of potential bias were evaluated individually and were not combined in any quantitative analysis. 
(text continues on page 13)
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Of course, reviewers themselves 
may have COIs, and in evidence eval-
uation and synthesis COI avoidance 
is no less important than methodolog- 
ical correctness. In the IARC Mono- 
graphs programme, IARC has 
developed and applies a COI pre- 
vention and control policy. Before 
a Working Group meeting, each 
potential participant, including the 
IARC Secretariat, fills in a WHO 
declaration of interests form to report 
financial interests, employment and 
consulting work (including remu-
neration for serving as an expert 
witness), individual and institutional 
research support, and non-financial 
interests, such as public statements 
and positions related to the meeting. 
The declared interests are then 
assessed to determine whether there 
is a COI barring participation in the 
Working Group in question. Meeting 
participants occupy one of five posi-
tions: Working Group full member, 
Invited Specialist, Representative (of 
a national or international health 
agency), Observer, or IARC Secre- 
tariat member. Only Working Group 
full members, assessed as having 
no COI, can take part in all phases of 
the evidence evaluation, while other 
participants have different limitations 
(Table 2 of IARC, 2019) to formally 
control for potential COI effects 
arising from their positions.

It is important for a reader of an 
IARC Monograph, papers cited in it, 
and published commentaries on it, 
to consider the possible presence 
of COIs by carefully examining COI 
and funding statements and, when 
in doubt, even an author’s body of 
work beyond the single paper being 
consulted. The mere presence of 
COIs may indeed be difficult, if not 
impossible, to detect if no information 

at all is provided or when authors 
declare no COI despite, for instance, 
funds for the work being provided 
by the producer or user of the agent 
under evaluation.

Different competent and COI-free 
researchers may legitimately take 
varying viewpoints on the same 
body of evidence. The Preamble 
instructs the IARC Secretariat to 
include a representation of diverse 
credible viewpoints when assem-
bling a Working Group. Such diver-
sity of viewpoints can be essential 
in ensuring that all aspects of study 
quality, informativeness, and poten-
tial for bias are brought forward for 
deliberation and evaluation by the 
Working Group; this also minimizes 
any risk of bias that may derive from 
the viewpoints of Working Group 
participants themselves as authors of 
studies of the agent being evaluated.

1.5 False-positives and false-
negatives in cancer hazard 
identification: the IARC 
Monographs experience over 
more than 50 years

Agents are prioritized for evaluation in 
the IARC Monographs programme if 
there is evidence for human exposure 
and some evidence for or suspicion of 
carcinogenicity (IARC, 1998), based 
on studies in humans or animals 
(Samet et al., 2020). Thus far, in 
the IARC Monographs programme, 
129 agents have been identified as 
carcinogenic to humans (Group 1). 
There has been a steady growth in the 
identification of these carcinogenic 
agents over the life of the programme 
(Fig. 1.3), with step changes at 
particular points when certain agents 
with an abundance of human cancer 
evidence were considered eligible for 

evaluation (e.g. biological agents in 
the mid-1990s, ionizing radiation in 
the late 1990s), and in the re-evalua-
tions of all agents, published in IARC 
Monographs Supplement 7 (IARC, 
1987), and of all Group 1 agents, 
published in IARC Monographs Vol- 
ume 100 (Cogliano et al., 2011). (In 
IARC Monographs Volume 100, 
some broad agent groupings were 
divided to better denote the different 
cancer sites in humans with sufficient 
or limited evidence.)

In evaluating the human cancer 
evidence, as noted in Section 1.2, 
expert Working Groups judge wheth- 
er the evidence at hand supports a 
causal interpretation with reasonable 
confidence. The question may arise 
about to what extent this process 
of judgement is likely to result in 
false-positives (e.g. a declaration 
that there is sufficient evidence for 
a causal association between the 
agent and a given cancer site when 
the association is actually not causal) 
or false-negatives (e.g. a failure to 
identify a truly causal association). 
Several critics have argued that 
expert judgement of human cancer 
observational data has the poten-
tial to produce many false-positives 
(Taubes, 1995; Ioannidis, 2005; Bof- 
fetta et al., 2008). Other authors 
have suggested that such concerns 
lack foundation, in part based on the 
experience of the IARC Monographs 
programme (Cogliano et al., 2004; 
Blair et al., 2009; Pearce et al., 2015; 
Saracci, 2017; McCullough et al., 
2022). Over the 52-year history of the 
programme, there have been many 
opportunities to examine this question 
in detail. During this time, a determi-
nation that there is sufficient evidence 
of carcinogenicity in humans for at 
least one cancer type has almost 
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never been reversed. For example, 
as published in IARC Monographs 
Volume 100 (IARC, 2012a, b, c, d, e, 
f), different Working Groups re-eval-
uated the evidence for all the (more 
than 100) agents then classified in 
Group 1. With the exception of human 
papillomavirus (HPV) type 66, all of 
these re-evaluated agents were reaf-
firmed as Group 1. For many, if not 
most, of the agents, the human cancer 
evidence had strengthened since the 
previous evaluation, and additional 
cancer sites with sufficient or limited 
evidence were identified. There is also 
broad concordance between classifi-
cations of sufficient evidence in the 
IARC Monographs and those in other 
hazard identification programmes 
(Lunn et al., 2022). These findings 
suggest that there is a low false-posi-
tive rate for a determination that there 

is sufficient evidence of carcinogeni-
city in humans.

The category of limited evidence is 
characterized by some uncertainty, in 
which new evidence from informative 
studies might be expected to shift 
the evaluation to either sufficient or 
inadequate (or even ESLC). However, 
in practice, agents have more often 
moved upwards in classification than 
downwards. For agents with limited 
evidence in humans, in many cases 
(e.g. arsenic, dioxin, polychlorinated 
biphenyls, trichloroethylene) the eval- 
uations have advanced, over time, 
to sufficient. Other agents that have 
moved between classifications over 
time were much more likely to move 
up from inadequate to limited than 
down from limited to inadequate 
(Fig. 1.4). Examples of such agents 
that have moved up include industrial 
chemicals, such as α-chlorinated tol- 

uenes, dichloromethane, styrene, 
and 1,1,1-trichloroethane, and pesti- 
cides, such as dichlorodiphenyltri- 
chloroethane (DDT), dieldrin, and 
malathion. Coffee is an example 
of an agent that has moved 
down from limited to inadequate. 
N,N-dimethylformamide moved from 
limited to inadequate in 1998 and 
back to limited in 2016. Acrylonitrile 
moved from limited to inadequate in 
1998 and then to sufficient in 2024.

In 1983, a workshop held in Ox- 
ford, United Kingdom, discussed in- 
terpretations of so-called negative 
evidence in human studies (i.e. 
evidence deriving from studies in 
humans that was deemed to be 
unconvincing) for 10 agents with suffi-
cient evidence from cancer bioassays 
(Wald and Doll, 1985). For most of the 
10 agents, the workshop attendees 
concluded that the evidence was 

Fig. 1.3. Time series showing the addition of new agents in Group 1 over the 52-year history of the IARC Monographs 
programme.
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Fig. 1.4. Agents whose classification has shifted between categories of inadequate and limited regarding human 
cancer over the life of the IARC Monographs programme (excluding most agents that were eventually classified as 
sufficient). I, inadequate; L, limited; S, sufficient.
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likely to remain classified as inade-
quate or even as ESLC in humans. 
Notably, in the 40 years since this 
workshop, 3 of the 10 agents (beryl-
lium, formaldehyde, and oral contra-
ceptives) were found to have sufficient 
evidence for cancer in humans, and 
another 4 (DDT, hydrazine, nitrites, 
and hairdresser exposures to dyes) 
to have limited evidence in humans. 
Improvements in the number, quality, 
and informativeness of epidemio-
logical studies were key to these 
changes for these agents, whose 
previous evaluations could be viewed 
as false-negatives. A similar analysis 
of the agents for which there had 
been inadequate evidence regarding 
cancer in humans, published in IARC 
Monographs Supplement 7 (IARC, 
1987), found that many of these had 
advanced in classification since then 
(Cogliano et al., 2004). Such patterns 
suggest that many epidemiological 
biases in the literature on carcino-
genicity (e.g. exposure misclassifi-
cation, selection biases, and even 
confounding) are operating in a down-
ward direction or towards the null.

One potential reason for the rela-
tively low false-positive rate in the 
classification of agents in Group 1 is 
the fact that several lines of evidence 
contribute to the nomination of 
agents for evaluation; in other words, 
potential carcinogenicity in humans 
is often preceded by evidence of 

cancer in experimental animals or of 
carcinogen mechanisms. For nearly 
all the Group 1 agents re-evaluated 
in IARC Monographs Volume 100 
(IARC, 2012a, b, c, d, e, f), there 
was persuasive evidence of carci-
nogenicity in experimental systems. 
Since then, 150 environmentally 
relevant agents have been evaluated 
(or re-evaluated) in the IARC Mono- 
graphs programme. Fig. 1.5 shows 
their classifications (moving outwards 
from Group 1 in the centre to Group 3 
at the periphery), grouped by agent 
type and coloured by the evidence 
stream contributing to the evaluation. 
Notably, there have been contribu-
tions from several evidence streams 
for nearly all Group 1 agents. It is 
quite rare for human cancer evidence 
(either sufficient or limited) to form 
the sole basis for an evaluation (one 
example is radiofrequency electro-
magnetic field [RF-EMF] radiation). 
In Group 2A, there are numerous 
instances of limited human cancer 
evidence combined with either mech-
anistic or bioassay evidence. It is 
worth noting that nearly all these eval-
uations were based on occupational 
cancer epidemiology studies; this 
may be due to the generally higher 
exposure contrasts and well-charac-
terized exposure information (leading 
to enhanced informativeness) in 
occupational settings (Loomis et al., 
2018).

1.6 Conclusion

Cancer epidemiology studies have 
formed a crucial part of the evidence 
base for hazard identification since the 
early 1970s. Observational studies 
in which bias and confounding have 
been reasonably ruled out have been 
the main source of sufficient evidence 
leading to a determination that an 
agent is carcinogenic to humans – a 
process that has proven relatively 
conservative over the decades. The 
Preamble to the IARC Monographs 
calls for explicit examination of the 
potential for sources of bias (including 
confounding) to explain observed find-
ings. This chapter provides examples 
of how such biases have been consid-
ered in recent IARC Monographs 
evaluations for agents found to have 
limited evidence (RF-EMF radiation, 
night shift work, and consumption 
of red meat) or sufficient evidence 
(opium consumption) of carcinogen-
icity in humans. Subsequent chap-
ters explain concepts for explicitly 
evaluating the roles of confounding, 
information bias, and selection bias 
using these agents as examples, and 
demonstrate how these concepts 
may be incorporated into evidence 
synthesis.



20 Fig. 1.5. Environmentally relevant agents classified by the IARC Monographs in Volumes 101–136.

Streams of evidence
Blue Sufficient or limited evidence in human cancer studies

Red Sufficient evidence in animal bioassays
Yellow Strong mechanistic (or mechanistic class) evidence
Purple Sufficient in animal bioassays + sufficient or limited in 
human cancer studies
Orange Sufficient in animal bioassays + strong mechanistic (or 
mechanistic class) evidence
Green Sufficient or limited in human cancer studies + strong 
mechanistic evidence 
Black Human cancer + animal bioassay + mechanistic evidence

Grey All other situations
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2.1 Introduction

A key concern in studies of causal 
effects is identifying factors that 
prevent an observed association 
between an exposure and a disease 
from being equal to the true under-
lying causal effect of that exposure 
on the disease in the target popula-
tion of interest. Although all analyses 
are subject to some systematic 
and random error, causal graphs, 
including causal directed acyclic 
graphs, can be used to attempt to 
understand which sources of bias may 
exist in studies and when sources of 
bias may prevent the identification of 
causation, such as the carcinogenic 
effect of an exposure.

Systematic error, or bias, occurs 
whenever the estimates generated in 
the study differ from the true causal 
effect for reasons other than random 

error. A key feature of systematic 
error is that, unlike random error, as 
the sample size in which the puta-
tive causal effect of interest is being 
studied increases, the systematic 
error is not expected to decrease. 
Epidemiologists generally focus on 
three main sources of systematic 
error: confounding, information bias, 
and selection bias, all defined in the 
Preface. These sources of bias are 
demonstrated in this chapter using 
causal diagrams and are discussed 
more extensively in the subsequent 
three chapters.

2.2 Causal DAGs to evaluate 
sources of bias

2.2.1 Introduction

Causal diagrams represent hypoth-
esized relations between variables 
(Pearl and Mackenzie, 2018; Lipsky 

and Greenland, 2022). This section 
describes one type of causal graph, 
the directed acyclic graph (DAG), 
and discusses how to use DAGs to 
reason about bias, as well as ways 
in which they may be useful to IARC 
Monographs reviewers and to those 
evaluating research studies of causal 
effects. DAGs can also be used to 
identify a set of variables that is 
sufficient to control for confounding. 
Side Box 2.1 provides a brief history 
of causal diagrams; Side Box 2.2 
gives their relation to the concepts of 
counterfactuals.

Why should those studying cause 
and effect learn about causal DAGs? 
And why specifically would an IARC 
Monographs Working Group reviewer 
want to learn to use DAGs? Because 
epidemiological studies are being 
used to inform public health policy  
decision-making, including specifically 

chapter 2.
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in the context of IARC Monographs 
hazard identification, there is a need 
to communicate the findings of studies 
among researchers unambiguously, 
across the disciplines with which 
epidemiologists collaborate (e.g. toxi-
cology and exposure science), and 
to stakeholders and decision-makers 
(Swanson, 2015). In practice, causal 
graphs facilitate communication be- 
tween colleagues versed in causal 
graphs. Experience shows that dis- 
 agreements within scientific teams 
over appropriate analyses often come 
down to the team members each 
assuming different causal structures 

that underlie the data in their minds. 
When these assumed structures are 
expressed as DAGs, they illuminate 
which questions are most important. 
For example, suppose the disagree-
ment is over whether a particular 
covariate should or should not have 
been adjusted for in a study. When 
the competing DAGs are drawn, it 
may become obvious that the scien-
tific consensus favours one graph 
over the other, thus ending the 
disagreement and clarifying which 
consensus evaluation (e.g. sufficient, 
limited, or inadequate, as described 

in Chapter 1) best describes the avail-
able evidence.

In cancer epidemiology, DAGs are 
used to summarize and formalize 
assumptions about the causal rela-
tions that may exist among variables 
relevant to the assessment of the 
carcinogenicity of the exposure under 
study. These DAGs represent our 
understanding of the data-generation 
process, meaning the set of variables, 
both measured and unmeasured, as 
well as the relations between them, 
that lead to the observed data we 
have to investigate for assessment of 

 Side Box 2.1. History of causal diagrams

Graphical methods have a long history in science; they can be traced back to Sewall Wright’s path tracing approach 
(Wright, 1960) and to structural equation modelling, and were developed further by Glymour and Scheines (1986) 
and Pearl (2009). However, their use within epidemiology increased substantially after the publication of a seminal 
article by Greenland et al. (1999). They are related to but separate from counterfactuals (or counterfactual variables). 
A detailed explanation of counterfactuals is outside the scope of this chapter; however, a brief explanation of the 
relation between DAGs and counterfactuals is given in Side Box 2.2. (text continues on page 24)

 Side Box 2.2. Relation between causal diagrams and counterfactuals

Causal DAGs are one formal language for causal inference, in which causal effects are defined in terms 
of counterfactual or potential outcomes. In brief, to understand the effect of a binary exposure X on a binary 
outcome Y, Y x can be defined as the counterfactual outcome that would have occurred given exposure level x, and 
counterfactual contrasts of interest can be described as being about those counterfactuals (e.g. a causal risk ratio 
in a given population is E[Y X = 1]/E[Y X = 0]). Causal DAGs do not reference counterfactuals explicitly, because they 
encode the way in which data are realized (i.e. the data-generation process) rather than counterfactual worlds. 
The indirect link between causal DAGs and counterfactuals is that the absence of an arrow X → Y in a causal DAG 
encodes the sharp causal null that Y X = 1 = Y X = 0 = Y for all individuals in the study (to put it simply, the exposure has 
no effect on the outcome for any individual investigated in the study). Pearl (2009) depicts the potential outcome 
as the outcome Y resulting from a mutilated DAG in which the arrow pointing into X is deleted and X is set to a 
specific value x depicting an intervention on X. Such mutilated or augmented DAGs are sometimes called post-
intervention DAGs; they can be used to identify potential outcomes as the consequences of an intervention on an 
exposure X. Note that other types of causal diagram, including twin networks and single-world intervention graphs 
(SWIGs), have more explicit links to counterfactual theory. The focus here is on DAGs because of their ubiquity in 
practice, but it should be acknowledged that there are relative strengths and limitations to other formalizations of 
causal inference and causal graphs. (text continues on page 24)
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a causal effect of an exposure on an 
outcome (Example 2.1a).

Causal diagrams are made of 
nodes (represented by the variables 
named in the diagram) and arrows. 
Each node represents one variable, 
and a single-headed arrow between 
two nodes represents an assumption 
of a possible causal effect between 
the corresponding two variables. 
A single-headed arrow is some-
times referred to as a directed edge, 
because the direction of the arrow is 
intended to indicate the direction of 
causation.

Technical details about the impli-
cations of the arrows are given in Side 
Box 2.3, but two details are noted 
here. First, arrows in DAGs can only 
be single-headed (i.e. directed). This 
means that there can be no feed-
back loops; therefore, bidirectional 
relations where two variables both 
seem to affect each other must be 
represented with time-dependent 
variables, which affect each other 
over time (examples are given in 
Section 2.2.4 and in Fig. 2.3 in Side 
Box 2.3, as well as in Section 3.2.4(a) 
and Example 7.6). Second, the graph 
must be acyclic, meaning that there 
is no place in the graph where one 
can start and trace a path following 

the direction of the arrows and get 
back to where one started. This is 
necessary because arrows encode 
time, given that for A to cause B, A 
must precede B (temporality). Thus, 
A cannot cause B in the future and 
have this, in turn, affect itself in the 
past. (If one thinks that both A and 
B can cause each other, this should 
be depicted in a DAG using several 
instances of A and B, indexed over 
time.) Satisfying the conditions 
of being directed (i.e. having only 
single-headed arrows) and being 
acyclic creates a DAG and allows 
for assessments of bias in published 
research and possible strategies to 
mitigate bias when designing and 
analysing studies (Example 2.1b).

As Example 2.1 illustrates, DAGs 
must be created by people using 
the best knowledge they have of the 
(causal) associations between the 
variables involved that lead to the 
observed data. Thus, DAGs do not 
by themselves indicate whether or not 
a variable is a confounder or a medi-
ator; those creating the DAG must 
decide on what they believe to be 
the causal structure that created the 
data, and then use the rules of DAGs 
(see Section 2.2.4) to assess, under 
the assumptions encoded in the DAG, 

whether confounding or mediation (or 
some other of the structural relations 
described below) is present.

2.2.2 Paths

This section describes paths in DAGs 
and how they can be used to identify 
sources of bias. A path is defined as 
any sequence of consecutive arrows 
in the causal diagram, regardless 
of the directions of the arrows. In 
Fig. 2.1, examples of paths include red 
meat consumption → CRC, red meat 
consumption → BMI → CRC, and red 
meat consumption ← family history of 
CRC → CRC. Any path that always 
follows the direction of the arrows is 
called a directed path (e.g. red meat 
consumption → BMI → CRC), and 
any path that does not necessarily 
follow the direction of the arrows is 
called an undirected path (e.g. red 
meat consumption ← family history of 
CRC → CRC). Whereas the arrows 
represent causal relations between 
variables, the paths in the DAG can 
be used to identify whether we expect 
to see associations between any two 
variables; some of these associations 
may be causal, some of them may 
represent bias, and some of them will 
be a combination of the two.

 Example 2.1a. Motivation for creating a DAG for red meat consumption

For illustration, suppose that a team is reviewing the literature on whether red meat consumption is a hazard 
for colorectal cancer (CRC) and that there is a debate about whether it is critical for studies to have adjusted for 
family history of CRC and body mass index (BMI) to be considered high-quality evidence as part of the review (for 
simplicity, assume here that these are the only critical factors). Furthermore, suppose that some team members 
think that adjustments for both are necessary, whereas others think that only family history of CRC should be 
adjusted for and that adjusting for BMI may induce bias. A causal diagram, such as the hypothetical DAG of 
Fig. 2.1, could be drawn to help guide the group. (text continues above)
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 Side Box 2.3. Assumptions about arrows: causality and temporality

Assumptions in causal diagrams lie in the arrows that are absent from the diagram, as well as those that are present. 
The presence of an arrow from node C1 to node C3 in a causal diagram encodes an assumption that variable C1 
could be a (direct) cause of variable C3, while the absence of an arrow from node C3 to node C1 stipulates the 
absence of a (direct) causal effect of variable C3 on variable C1. Arrows in DAGs encode assumptions about the 
existence of possible causal effects but not about the strength of such effects or their functional forms. The DAG 
in Fig. 2.2 indicates that Y could be influenced by C1, C2 (via C4), C4, and X, but not how much these variables may 
influence Y. In particular, the DAG does not reflect whether the effect of X on Y is assumed to depend on the levels 
of some combination of C1, C2, and C4 (in such a situation, these would be effect modifiers).

Fig. 2.2. Illustrative example of a causal diagram for the study of a possible causal effect of exposure X on cancer 
risk Y.

X Y

C3 C4C1

C2

Fig. S2.2

As noted by Hill (1965), temporality is a critical component of causality; for an agent to be causal, its presence 
must precede the development of the outcome. This implies that there can only be arrows C1 → C3 and not also  
C3 → C1 because causes (C1) must precede their consequences (C3). Cycles, or feedback loops, are usually 
prohibited in causal diagrams. If a directed path exists from C1 to C3, this implies that C1 occurs before C3; therefore, 
there cannot be another directed path from C3 to C1 because this would violate the temporality criterion. When no 
cycles are present in a causal diagram, it is said to be acyclic and is usually referred to as a DAG. To recap, the 
presence of an arrow from C1 to C3 in a DAG reflects an assumption that: (i) C1 might have a direct causal effect 
on C3; (ii) C3 has no direct causal effect on C1 (by the definition of a DAG, if there is an arrow from C1 to C3, there 
cannot be one from C3 to C1); and (iii) more generally, C3 has no causal effect on C1 (by the definition of a DAG, 
there cannot be any directed path from C3 to C1 if there is one from C1 to C3).

It is not always easy to determine the directionality of an arrow between two variables. Consider the example 
of obesity and physical activity. By increasing total energy expenditure, physical activity can help individuals to 
maintain their energy balance or even lose weight, so it can be inferred that lack of physical activity is probably a 
cause of obesity. However, excess weight also hampers physical activity, so that obesity can also be seen as a 
cause of lack of physical activity. 
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Paths in the DAG represent key 

information for assessing bias in a 

study. If a DAG is a true representa-

tion of the data-generation mecha-

nism, some paths create associations 

(whether causal or non-causal) be- 

tween variables, while others do not. 

Therefore, it is crucial to specify the 

paths that comprise a DAG, especially 

those linking the exposure (here, red 

meat consumption) and the outcome 

(here, CRC), to identify whether any 

observed association (here, between 

red meat consumption and CRC) 

could only result from causation or 

may include bias. Note that, although 

this may seem counterintuitive, it is 

possible to enumerate paths that do 

not follow the direction of the arrows, 

and it will be seen later that there are 

good reasons to do so.

There are three basic path struc-

tures in causal diagrams: chains, 

forks, and colliders. These are each 

discussed next, along with their impli-

cations with respect to associations 

between two variables.

Chains and forks induce an asso-

ciation between the nodes at the 

opposite ends of the path, whereas 

colliders do not. Conditioning on (e.g. 

adjusting for) nodes lying within a path 

can change the observed associa-

tions between variables, depending 

on the structure type. These are each 

described in Table 2.1. Although this 

may seem an abstract discussion, 

these three structures can be used 

to help solve disagreements about 

which variables should be adjusted 

for to obtain a valid estimate of the 

causal effect of an exposure X on 

an outcome Y, and about which vari-

ables should not be adjusted for or 

controlled (Example 2.2).

 Side Box 2.3. Assumptions about arrows: causality and temporality (continued)

Such scenarios can be represented in DAGs by acknowledging the time-varying nature of exposures in 
the causal diagram (Fig. 2.3) and by drawing arrows (i) between (lack of) physical activity at any given time 
t and obesity at later times, t + 1, t + 2, … and (ii) between obesity at any given time t and (lack of) physical 
activity at later times, t + 1, t + 2, …. The expected association between obesity and (lack of) physical 
activity at any given time t can also be due to shared causes of these two variables; for example, health 
consciousness, although difficult to define and therefore rarely measured, may affect both (amount of) physical 
activity and obesity (e.g. through diet). In Fig. 2.3, it is assumed, for simplicity, that both diet and health 
consciousness are time-fixed, although time-varying versions could also be considered for these two variables.
(text continues on page 26)

Fig. 2.3. Example of a longitudinal causal diagram, to illustrate a situation in which two variables affect each 
another but there is still no feedback loop. 

Obesity (t + 1)

Physical
activity (t + 1)

Physical
activity (t)

Diet

Health 
consciousness

Obesity (t)

Fig. S2.3
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 Example 2.1b. Motivation for creating a DAG for red meat consumption (continued) 

In Fig. 2.1, the creator of the DAG is representing a view that a family history of CRC affects both red meat 
consumption (e.g. having a family history of CRC might cause a person to consume less red meat) and risk of CRC 
(because genetic causes of CRC can be inherited). A more formal explanation of this is given later, but the DAG 
shows that family history of CRC is what we would typically think of as a confounder and that it would need to be 
adjusted for to validly estimate the causal effect of red meat consumption on CRC.

In Fig. 2.1, the creator of the DAG is also representing a view that red meat consumption can affect one’s BMI 
and a finding that having a high BMI can cause CRC. This would be an illustration of a mediating pathway; part of 
the way in which red meat consumption causes CRC is by increasing one’s BMI. Accordingly, adjusting for BMI in a 
statistical model would have the effect of removing some of the effect of red meat consumption on CRC from effect 
estimates and would lead to an inaccurate assessment of the true total causal effect of red meat consumption on 
CRC (again, this will be explained in more detail later). Thus, if this DAG is a correct representation of the way in 
which the data were generated, BMI is not a confounder but a mediator, and therefore should not be adjusted for 
analytically. As this example illustrates, DAGs can help groups, including IARC Monographs Working Groups, to 
clarify their thinking about how to infer causality and to communicate with each other about which variables should 
be adjusted for to determine whether something is a cancer hazard. Note that this example graph is somewhat 
simplified and may not be the consensus graph; if others were to draw another graph and justify their differences, 
then perhaps a different conclusion about adjustment for BMI or family history of CRC would be reached. (text 
continues on page 26) 

Fig. 2.1. Illustrative example of a causal diagram for a study of a possible causal effect of red meat consumption 
on risk of colorectal cancer (CRC). BMI, body mass index.

Red meat Colorectal cancer

Fig. 2.1

Family history of CRC

BMI
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Table 2.1. Three basic structures in a directed acyclic graph and their implications for association and causation

Name Structurea Example in Fig. 2.4 Explanation Implications using example

Chain X → Y 
X → M → Y

RM → BMI → CRC A directed path in which all 
the arrows follow the same 
direction; the path from X to Y 
is open.

Creates a causal association 
between RM and CRC; BMI 
should not be adjusted for to 
estimate the (overall) causal 
effect of RM on CRC.

Fork X ← C → Y 
X ← Z ← C → B → Y

RM ← FH → CRC An undirected path in which 
there is a directed path from 
one node to two others (C to X 
and C to Y); the path from X to 
Y is open.

Creates a non-causal 
association between RM and 
CRC; path must be blocked 
(e.g. by adjusting for FH) to 
estimate the causal effect of 
RM on CRC.

Collider X → S ← Y 
X ← A → S ← B → Y

RM → H ← CRC An undirected path in which 
there are two directed paths 
from the outer nodes to a node 
in the centre (X to S and Y 
to S); the path from X to Y is 
blocked by collider S.

Creates no association 
between RM and CRC unless 
the collider is conditioned 
on (e.g. by adjusting for H). 
Controlling for H creates a non-
causal association between 
RM and CRC (bias).

BMI, body mass index; CRC, colorectal cancer; FH, family history of colorectal cancer; H, hospitalization; RM, red meat consumption.
a M is a mediator of X and Y, S is selection, X is an exposure, and Y is an outcome; other variable letter names have no specific meaning and are 
used to illustrate the causal structure.

 Example 2.2. Chains, forks, and colliders used in DAGs

The three basic structures used in causal diagrams are shown in Fig. 2.4, using red meat consumption as an 
example. (text continues on page 28)

Fig. 2.4. Three basic structures in a causal diagram illustrating a study of a possible causal effect of red meat 
consumption on risk of colorectal cancer (CRC): (a) chains; (b) forks; and (c) colliders. BMI, body mass index. Blue 
arrows indicate the structure being described; grey arrows are intended to make it easier to view the structure 
being illustrated.

Red meat CRC

Fig. 2.4

Family history of CRC 

BMI

Red meat CRC

Hospitalization

Red meat CRC

a

b

c
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(a) Chains

Directed paths are also called chains 
(Fig. 2.4a). In Fig. 2.1, the paths red 
meat consumption → CRC and red 
meat consumption → BMI → CRC 
generally imply an association 
between red meat consumption and 
CRC because in both cases red 
meat consumption may cause CRC, 
either directly (red meat consump-
tion → CRC) or indirectly (red meat 
consumption → BMI → CRC). Chains 
represent causation; therefore, we 
are interested in the chains that 
follow pathways from the exposure 
to the outcome, whereas a chain 
from the outcome to the exposure 
would represent reverse causation 
(meaning a situation in which the 
variable that was assumed to be the 
independent variable was in fact the 
dependent variable, and vice versa). 
Because chains from the exposure 
to the outcome represent the causal 
effects whose effect sizes are to be 
estimated in causal epidemiological 
research, we do not want to disrupt 
these chains in a study design or data 
analysis.

One way to think about paths is 
as avenues for associations to flow 
along. Thus, if we are interested in 
the total effect of red meat consump-
tion on CRC, conditioning on BMI 
(e.g. through restriction or covariate 
adjustment using methods such as 
stratification and regression) would 
create biased estimates in most situ-
ations in which the total effect is of 
interest, because this would block the 
causal path through BMI (i.e. stop the 
flow of the association from red meat 
consumption to CRC through BMI), 
hence eliminating part of the causal 
association. If the only way in which 
red meat consumption affected CRC 
was through changes in BMI, it would 

be expected that adjusting for BMI 
(or matching on it in the study design) 
would lead to an estimated null asso-
ciation between red meat consump-
tion and CRC, when in fact there 
truly was a causal effect. Thus, if the 
hypothesized relations in the DAG 
are correct, reviewers would be wise 
to be concerned about a null result 
from a study of the effect of red meat 
consumption on CRC that adjusted 
for BMI, because it is possible that 
the reason the study showed a null 
result was not because there is no 
effect but rather because the authors 
inappropriately removed the effect by 
adjusting for BMI.

There are two other basic struc-
tures in causal diagrams: forks (e.g. 
red meat consumption ← family 
history of CRC → CRC) and colliders 
(e.g. red meat consumption → hospi-
talization ← CRC). These correspond 
to simple forms of undirected paths.

(b) Forks

In a fork (Fig. 2.4b), there is (in a 
path) a node that has two arrows, 
each pointing to one other node. A 
path that contains only chains or 

forks in which no variables in the 
path are controlled (e.g. adjusted for 
statistically), except for the first and 
last variables in the path, is said to 
be open or unblocked. Non-causal 
associations between two variables 
(i.e. dependency) flow through forks; 
when a fork exists in a DAG, this 
implies that there is an association 
between the two variables at the end 
of the fork, even though that asso-
ciation is not causal. In Fig. 2.1, the 
path red meat consumption ← family 
history of CRC → CRC does not, on 
its own, imply any causal effect of red 
meat consumption on CRC, but it still 
typically induces a spurious associa-
tion between the variables red meat 
consumption and CRC because the 
two have a common cause: family 
history of CRC.

As described in the Preface, 
confounding is the entanglement of 
a third factor (a confounder) in the 
association between an exposure of 
interest and an outcome of interest.

Note that forks that indicate con- 
founding can be made up of two  
chains, one going from a single 
variable to the exposure and one 
going from that same variable to 
the outcome. These paths can com- 
prise a single arrow or can travel 
across several variables to get to 
the exposure and the outcome, as 
long as the direction of the arrows 
continues to lead from the node to the 
exposure (or the outcome). Given that 
forks represent biasing pathways, 

Although there may be circum- 
stances in which we want to 
estimate the effect of an exposure 
that is not mediated through a 
specific pathway (in which case 
we might want to control for a 
variable on the causal pathway 
from exposure to outcome), 
we usually want to ensure that 
studies used for cancer hazard 
identification do not adjust for 
variables that lie on the causal 
chain from the exposure to the 
outcome.

Key message

Open forks give rise to con- 
founding (see Section 2.4.1 
and Chapter 3) and represent 
confounding in DAGs.

Key message
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they need to be closed (or blocked) 
to remove the bias. These are the 
confounding paths that researchers 
and readers of the epidemiological 
literature need to be concerned about 
when designing studies, analysing 
data, or conducting literature reviews, 
because if these open paths are not 
closed, they can create bias and may 
lead to the conclusion that there is 
a hazard when there is not, or vice 
versa, or they can cause overestima-
tion or underestimation of the magni-
tude of the effect of an exposure on 
an outcome.

Seen another way, forks describe 
shared causes (of the variables at the 
arrowheads) that lead to confounding 
(Example 2.3a).

An open path can be closed or 
blocked by controlling for any inner 
node of that path that is not a collider 
(described next; see Fig. 2.4c) 
through adjustment, stratification, 
matching, regression, and so on (Ex- 

ample 2.3b). In DAGs, conditioning 
through analytical control of a vari-
able is represented by drawing a box 
around that variable.

Note that, in this explanation of 
forks, confounders have not been 
discussed, only biasing pathways. 
This is because, although it may 
seem that the variable that is at the 
apex of the fork is the confounder, the 
confounding pathways can be blocked 
by controlling any variable on the 
pathway. Thus, removing confounding 
(sometimes called de-confounding) is 
much more important than identifying 
which variable is the confounder. 
Nonetheless, when DAGs are used, 
a variable is often called a confounder 
if it can be used (e.g. adjusted for) to 
block a confounding pathway.

(c) Colliders

A collider (Fig. 2.4c) is a node along a 
path with two arrows directly pointing 
to it along that path. Colliders do not, 

on their own, create a non-causal 
(biasing) pathway between the outer 
nodes; thus, a path that contains at 
least one collider that is not adjusted 
for is said to be blocked or closed 
(Example 2.4).

The bias induced by conditioning 
on a collider is not the most intuitive, 
but it can be understood by consid-
ering an idealized example, as given 
in Example 2.5.

A special but important case of 
collider stratification bias is when the 
collider is selection into the study. 
There are many reasons why people 
are enrolled (or choose to participate) 
in a study or drop out of a study. Be- 
cause the study analysis can only be 
conducted among people who are en- 
rolled in the study and for whom there 
is sufficient data, all studies are condi-
tioned on selection. This means that if 
there is an effect to be estimated in a

 Example 2.3a. Forks as depictions of shared causes in DAGs

The DAG in Fig. 2.1 indicates that red meat consumption and CRC have a shared cause, because one can 
trace a path following the arrows from family history of CRC to CRC and from family history of CRC to red meat 
consumption. Shared causes are typically thought of as confounding pathways that would need to be accounted 
for to find the causal effect of red meat consumption on CRC. (text continues above)

 Example 2.3b. Conditioning or blocking of paths in DAGs

The association between red meat consumption and CRC, indicated as red meat consumption ← family history 
of CRC → CRC (the non-causal pathway that represents confounding), would be eliminated by conditioning on 
family history of CRC and could be partially removed by adjusting for any descendants of family history of CRC (i.e. 
variables with a directed path from family history of CRC to that variable), leaving only the associations indicated 
by the paths red meat consumption → BMI → CRC and red meat consumption → CRC, both of which are causal 
pathways. (text continues above)
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population but the entire population, 

or a representative sample of that 

population, is not enrolled, it is only 

possible to estimate the effect in the 

selected sample; thus, the analysis is 

limited to a sample in which there are 

factors that lead to selection into the 

study. If both the exposure and the 

outcome are associated with selec-

tion into the study (either directly 

or indirectly through other forking 

paths), this can cause collider strati-

fication bias. An example is provided 

in Section 2.4.3 (see also Chapter 5).

In conclusion, note again that for 

a diagram to be a DAG and therefore 

helpful for identifying and mitigating 

the impact of various sources of bias, 

it must be both directed and acyclic. 

A directed graph is one in which 

connections between variables must 

be drawn as single-headed arrows 

representing causality (an associa-

tion cannot be implied between two 
variables using a dashed line without 
a specific cause, because any asso-
ciation must have a reason, as will be 
discussed later); furthermore, each 
causal path connecting more than 
two nodes sequentially in the DAG 
must contain arrows that point in the 
same direction. An acyclic graph is 
one for which there is no place in the 
diagram from which it is possible to 
trace a path following the direction of 
the arrows and get back to the starting 
point; in other words, no variable can 
cause itself in a DAG. Finally, for a 
DAG to be a causal DAG that can be 
used to identify sources of bias, the 
shared causes of any two variables 
in the DAG must also be represented. 
This means that a DAG that omits, 
for example, a common cause of any 
two variables is not a causal DAG, 
because the unknown causes of the 
two variables will not be mutually 
independent.

2.2.3 How to create a DAG

Researchers and reviewers often 
need to describe the data-generation 
process used in a study to assess the 
effect of an agent on cancer (i.e. the 
forces in the universe that create rela-
tions between variables, whether or 
not they are ever collected in a study, 
along with any relations created 
between variables in the process of 
study design and analysis) to decide 
which variables would ideally be 
controlled for to determine the causal 
effect in the study. Note that DAGs 
can also include several versions of 
a variable measured at different time 
points, as shown in Fig. 2.3 in Side 
Box 2.3. Drawing a DAG can help 
researchers and reviewers select 
such a set of variables. The drawing 
of DAGs requires expert knowledge 
of subject matter and of the data-gen-
eration process; teams researching 
causal relations or review panels 
determining the quality of existing 
evidence to ascribe causation (e.g. 

 Example 2.4. Depiction of colliders in DAGs

Suppose a group was reviewing a study in which data were collected on red meat consumption, hospitalization, 
and CRC and that red meat consumption increased the risk of being hospitalized (e.g. because of a heart attack), 
as did CRC. The path red meat consumption → hospitalization ← CRC does not create an association between 
red meat consumption and CRC, because this path is blocked by a collider. As long as the study design and 
analysis did not include conditioning on hospitalization (did not adjust for it, match on it, stratify on it, etc.), the 
results are likely to be valid (assuming that the DAG is correct and there are no other sources of bias). However, 
unlike forks, a blocked path can be unblocked by conditioning on one of the colliders (or any of its descendants, i.e. 
variables with an arrow towards that variable from the collider) (Berkson, 1946; Pearl, 2009). Although this is not 
necessarily intuitive, conditioning on colliders can induce spurious (non-causal) associations and result in collider 
stratification bias. Collider stratification bias is a bias that is created by conditioning on a collider, or an effect of (i.e. 
a descendant of) a collider. Thus, if the study adjusted for hospitalization, this would create bias in the association 
between red meat consumption and CRC and could make it appear that there was a hazard when there was not, 
or vice versa, or it could simply distort the magnitude of any real effect. Adjustment for hospitalization is elaborated 
on in Example 2.5, and colliders are described more intuitively in Side Box 2.4. (text continues on page 32)
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 Side Box 2.4. Collider bias

Consider the example where two binary {0,1} variables C1 and C2 have a common effect, a third binary variable 
C3, as shown in Fig. 2.5. Conditioning on this common consequence C3 usually creates a spurious association 
between C1 and C2, referred to as collider bias. For illustration, consider the situation where C3 equals 1 if only one 
of C1 and C2 is equal to 1 but 0 if both are equal to 1 or neither is equal to 1, as shown in Table 2.2. If C1 and C2 
are independent in the general population, then having information about C1 for a person in the general population 
does not give us any information about the value of C2 for that person. However, among individuals with C3 = 1, if 
C1 = 0 then necessarily C2 = 1, and if C1 = 1 then necessarily C2 = 0. In other words, among individuals with C3 = 1, 
having information about C1 does give us information about C2, highlighting that C1 and C2 are not independent 
after conditioning on C3. In contrast, among individuals with C3 = 0, if C1 = 0 then necessarily C2 = 0, and if C1 = 1 
then necessarily C2 = 1. Therefore, within levels of C3, C1 and C2 are perfectly inversely correlated. Conditioning 
on C3 creates a spurious inverse association between C1 and C2. This is illustrated in Table 2.3 for a group of 400 
individuals for whom there is no association in the total population between C1 and C2 but there is a perfect inverse 
correlation within C3.

Fig. 2.5. Example of bias created by conditioning on a collider, C3.

C3

C1C1

C2

C3

C2

Fig. S2.5

a b

Table 2.2. Values of three variables, C1, C2, and C3

C1 C2 C3

0 0 0
0 1 1
1 0 1
1 1 0

Table 2.3. Frequency of cross-tabulation of C1 and C2, both overall and stratified by C3

Total C3 = 1 C3 = 0

C1 = 1 C1 = 0 C1 = 1 C1 = 0 C1 = 1 C1 = 0

C2 = 1 100 100 C2 = 1 0 100 C2 = 1 100 0
C2 = 0 100 100 C2 = 0 100 0 C2 = 0 0 100
Total 200 200 Total 100 100 Total 100 100
% C2 = 1 50% 50% % C2 = 1 0% 100% % C2 = 1 100% 0%
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 Side Box 2.4. Collider bias (continued)

Of course, collider bias is not restricted to binary variables. If smoking intensity (C1) and alcohol intake (C2) 
are both positively causally associated with the risk of a certain disease (C3 = 1 if the individual develops the 
disease), then the association between smoking intensity and alcohol intake is typically less after conditioning on 
C3, compared with that in the general population. This is because individuals with a low level of alcohol intake who 
develop the disease are more likely to have a higher smoking intensity than individuals in the general population. 
Similarly, individuals with a high level of alcohol intake who do not develop the disease are more likely not to smoke 
than individuals in the general population. (text continues on page 33)

 Example 2.5. Example of a collider in a randomized controlled trial among downhill skiers

Suppose that we are interested in studying whether downhill skiing affects cancer risk, and in fact we even conducted 
a randomized trial in which participants were randomized to either never ski or ski frequently. In this randomized 
trial, we might expect to find no association between skiing and subsequent cancer risk, unconditionally. However, 
what if we restricted our analysis to only trial participants who went to the hospital sometime during the trial? 
Hospitalization might be a collider for a path skiing → hospitalization ← cancer, because both a cancer diagnosis 
and skiing accidents may lead to hospitalization (see the DAGs in Fig. 2.6). In an analysis in which only hospitalized 
participants were considered, skiing and cancer would probably be identified as inversely related: a person with a 
cancer diagnosis is less likely to be in the hospital for a skiing accident, and vice versa. Thus, we would not want 
to condition on hospitalization status in this trial, because it might make us wrongly conclude that skiing prevents 
cancer when, in this stylized example, it has no effect. (text continues on page 32)

Fig. 2.6. Example of a causal diagram depicting the relation between skiing (S) and cancer risk (Y) in a randomized 
trial: (a) full trial; (b) restriction to people who were hospitalized (H).

S Y

H

S Y

H

Fig. S2.6

a b
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IARC Monographs Working Groups) 
typically possess such knowledge.

There are numerous approaches 
to creating a DAG. When creating 
a graph to support an analysis, it is 
critical to list all the variables that are 
considered essential in the data-gen-
eration process. For those reviewing 
the literature and therefore faced with 
the task of using the available studies 
(i.e. they are not conducting their 
own analyses or planning their own 
studies) to assess whether a hazard 
exists (but not necessarily how big 
the effect is), the approach could be 
simplified to focus on those factors 
that are likely to have the largest 
impact on creating bias. However, it 
is critical to note that this list should 
include all variables that might lead to 
a reasonable amount of bias, not only 
those measured in a study, because 
bias can exist even if the study did not 
account for it.

The next step is to link the variables 
with arrows, representing the possible 
causal relations between them, while 
remembering that the lack of an arrow 
between any two variables denotes 
a strong assumption about the 
absence of a causal relation between 
them. One approach to this would 
be to use one’s best understanding 
of the causal relations to guide the 
first draft of a DAG. The DAG could 
then be presented to experts and 

stakeholders and revised based on 
feedback. Another approach would 
be to order all the nodes in time (with, 
say, left representing earlier time 
points and right representing later 
time points) and draw arrows from all 
variables that occur earlier in time to 
ones that occur later, only removing 
an arrow if there is a strong justifica-
tion to do so based on expert knowl-
edge that there is truly no causal 
effect of one variable on the other. 
Sometimes several competing DAGs 
must be considered when evidence- 
and knowledge-driven consensus 
remains elusive.

When the DAG describing the 
data-generation mechanism is com- 
plete, one can consider adding depic-
tions of the study design and any 
bias that might have been created 
in the design process, focusing on 
selection bias and information bias 
(each described in the Preface and 
in detail later in this chapter). As 
noted in Section 2.2.2 and described 
further in Section 2.4.3, selection bias 
(collider stratification bias) can be 
introduced through the ways in which 
people are selected into or out of the 
study as well as into or out of analyt-
ical groups (through conditioning, 
matching, dropout, etc.). Selection 
can be represented as a node in 
the diagram (typically identified with 
the letter S), and the factors that are 
likely to cause participants to be in a 
study can be identified, whether they 
are factors determined by the design 
(e.g. selection of the study population 
in a case–control study, implemen-
tation of inclusion criteria) or factors 
that might determine the likelihood of 
participants self-selecting into a study 
(e.g. socioeconomic status [SES]).

Review panels assessing causa-
tion can use a DAG to determine 

whether the reviewers think that the 
analytical choices have removed all 
(or most) of the biases that existed. 
Furthermore, the DAG can be used 
to determine whether biases were 
created in the design or analysis that 
might prevent observation of a causal 
effect.

The process of drawing realistically 
complex DAGs can itself be complex, 
and some find it helpful to use soft-
ware, such as DAGitty (https://dagitty.
net/), which is freely available online, 
or the advanced Causal Fusion plat-
form (https://www.causalfusion.net/), 
which is free but requires one to sign 
in. These tools can also provide an 
automated way to analyse a DAG 
for sets of variables, to control for 
confounding.

2.2.4 Rules of DAGs

(a) Causal paths

A review panel, such as an IARC 
Monographs Working Group, may 
wish to develop a DAG for an agent 
under evaluation and a type of cancer 
to help identify a reasonable set of 
variables to control for in the literature 
reviewed and another set that would 
ideally be ignored to give a valid result 
(Example 2.6a).

(b) Backdoor paths

In any study, but especially in obser-
vational studies where no random-
ization of the exposure occurred, it 
is necessary to consider that any 
observed association (e.g. between 
red meat consumption and CRC) 
may be a mix of any true causal 
effect and sources of bias (such as 
confounding by family history of CRC 
and diabetes). In DAGs, the most well 
known of these non-causal pathways 
are the open backdoor paths. These 

In identifying variables to be 
included in DAGs, priority could 
be given to those variables that 
might form part of an undirected 
forking path between the expo- 
sure and the outcome, because 
such undirected paths reflect 
potential sources of bias.

Key message

https://dagitty.net/
https://dagitty.net/
https://www.causalfusion.net/
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are some of the paths that reviewers 
of epidemiological research want to 
identify to determine whether they 
are blocked, meaning either that they 
contain a collider or that a variable on 
the path has been controlled analyti-
cally. This is necessary to ensure that 
a causal effect has been satisfactorily 
assessed in a study, especially in a 
study for which the reviewer believes 
that the arrows drawn in the DAG 
represent strong effects. Backdoor 
paths are undirected paths (meaning 
that it is not necessary to follow the 
arrow directions) that can be traced 
from the exposure (e.g. red meat 
consumption) to the outcome (e.g. 
CRC) by tracing a path that begins 
with an arrow pointing towards the 

exposure (hence the term backdoor 
path) and ends with an arrow pointing 
towards the outcome. From the head 
of the arrow pointing towards the 
exposure (e.g. red meat consump-
tion), the path can be traced in any 
direction to get to the outcome (e.g. 
CRC).

Although some backdoor paths 
indicate bias, not all do. For there to 
be a bias, the backdoor path must be 
open or unblocked so that the biasing 
associations can flow from a variable 
to both the exposure and the outcome 
(see Example 2.6b and Side Box 2.5). 
If such an open backdoor path can 
be traced, there will be a non-causal 
association between the exposure 
and the disease that is mixed with any 

causal effect of the exposure on the 
disease and that must be accounted 
for through some adjustment method 
to identify the true causal effect of an 
exposure X on an outcome Y. If the 
backdoor path is of the first type (e.g. 
containing forks only), the path can 
be blocked through analytical control 
of any variable between the exposure 
and the outcome. As noted, if the 
backdoor path is of the second type 
(e.g. containing a collider), it is blocked 
naturally only if one does not condi-
tion on the collider or a descendant 
of the collider, through methods such 
as statistical adjustment or design 
approaches such as restriction and 
matching. Otherwise, the path is open 
and must be closed again through the 

 Example 2.6a. A possible DAG for red meat consumption and colorectal cancer

The DAG in Fig. 2.7, which is a slightly more detailed version of the previous DAG for a study of the relation 
between red meat consumption and CRC, represents the DAG creator’s understanding of the data-generation 
process. This DAG indicates that a family history of CRC is thought to affect red meat consumption (most probably 
by motivating one to consume less) and that a family history of CRC may also cause CRC. It also indicates that 
diabetes is thought to affect red meat consumption and that diabetes may cause CRC. Because there is no arrow 
from family history of CRC to diabetes or from diabetes to family history of CRC, the DAG also suggests that the 
two variables have no causal relation with each other and therefore would be expected to have no association, as 
revealed in the data. Note that there may also be an arrow from diabetes to hospitalization, but this is omitted for 
simplicity. (text continues on page 36)

Fig. 2.7. Directed acyclic graph for a study to assess the effect of red meat consumption on colorectal cancer 
(CRC).

Red meat Colorectal cancer

Fig. 2.7

Family history 
of CRC

Diabetes Hospitalization
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 Example 2.6b. Backdoor paths in a DAG for red meat consumption and colorectal cancer

In Fig. 2.7, there is an open (non-causal) backdoor path from red meat consumption to CRC, i.e. red meat 
consumption ← family history of CRC → CRC, which is one of the forking paths described previously. No variable 
along this path is a collider (there is no point in the path where one can enter a variable through the head of an 
arrow and also exit the same variable through the head of an arrow); if we have not controlled for any variables 
analytically, this path will create confounding, as noted earlier. This is because red meat consumption and CRC 
have a shared cause: family history of CRC.

Although one could try to identify all the shared causes of red meat consumption and CRC, the backdoor approach 
is a systematic way of identifying all the confounding pathways. This DAG shows that there is another unblocked 
backdoor path, as listed in Table 2.4. As well as red meat consumption ← family history of CRC → CRC, there is 
red meat consumption ← diabetes → CRC. Note that the path red meat consumption → hospitalization ← CRC is 
not a backdoor path, because although it does start at red meat consumption and end at CRC, it does not begin by 
going through an arrow towards red meat consumption. This path is also not an open (unblocked) path, because 
it contains a collider, hospitalization; thus, it is not a biasing pathway, as long as hospitalization is not conditioned 
on in the design or analysis. Seen another way, there is no variable in the path that one can start at and trace a 
path following the arrows and get to both red meat consumption and CRC. Thus, this path does not show a shared 
cause of red meat consumption and CRC, and hence there is no confounding. (text continues on page 37)

Table 2.4. All backdoor paths from red meat consumption to colorectal cancer in Fig. 2.7

Path Backdoor? Status Reason for status Path creates 
bias?

Red meat consumption ← family history of 
colorectal cancer → colorectal cancer

Yes Open, 
unblocked

Fork with no 
collider, no variable 
on the path 
conditioned on

Yes, confounding

Red meat consumption ← diabetes → colorectal 
cancer

Yes Open, 
unblocked

Fork with no 
collider, no variable 
on the path 
conditioned on

Yes, confounding

Red meat 
consumption → hospitalization ← colorectal 
cancer

No Blocked Path contains a 
collider

No, unless collider 
or its descendant is 
conditioned on

 Side Box 2.5. Open backdoor paths

An open or unblocked backdoor path is a backdoor path that either
• does not contain a collider and no variable along it has been conditioned on; if the path contains a collider, it is 

naturally blocked, and there would be no variable along this path from which one could trace a path following 
the arrows to get to the exposure and another path following the arrows to get to the outcome (such a path 
would consist only of forks); or

• contains a collider (or a descendant of a collider) that has been conditioned on and otherwise does not 
condition on any non-colliders; this is because adjusting for a collider or a descendant of a collider opens the 
path that would have otherwise been blocked. (text continues on page 37)
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analytical control (i.e. conditioning) of 
any non-collider between the expo-
sure and the outcome.

For the purposes of evaluating 
the literature to see whether there 
is an effect of an exposure on an 
outcome, as an IARC Monographs 
Working Group might do, the DAG 
should represent all variables that 
are likely to lead to meaningful bias, 
even if they were not measured in 
the study being reviewed. For now, 
assume that all the variables in the 
DAG were measured. Now that each 
of the unblocked backdoor paths has 
been identified, it is necessary to 
assess whether the set of variables 
that were adjusted for is sufficient to 
control all the confounding (i.e. all 
the unblocked backdoor paths were 
blocked). The bias from a backdoor 
path can be removed by conditioning 
(through analytical control or design 
approaches) on any variable along 
the path. Thus, it is then necessary to 
identify a set of variables that will 
close (block) all the open (unblocked) 
backdoor paths. In the example of 
red meat consumption and CRC, 
the study could condition on family 
history of CRC and diabetes through 
analytical control, to block all the 
open backdoor paths (Example 2.6c), 
leading to an unbiased result.

It can be seen in Fig. 2.9 that all 
the existing biasing pathways in the 
DAG (i.e. all the unblocked back-
door paths) have been success-
fully blocked; however, in adjusting 
for the collider on the pathway red 
meat consumption → hospitaliza-
tion ← CRC, a new biasing pathway 
is opened up: red meat consump-
tion - - - CRC. The true effect (red 
meat consumption → CRC) will now 
be mixed with the biasing pathway 
(red meat consumption - - - CRC), 

giving a biased result. The resulting 
bias can be large, moderate, or small, 
depending on the context, including 
the strength of the associations and 
the distribution of the variables in the 
DAG. This example demonstrates that 
adjustment for variables in a statis-
tical model can sometimes create 
rather than remove bias.

(c) Importance of bias

Before moving on to other examples, 
it is important to emphasize that DAGs 
can help to identify only whether a 
bias potentially exists, not its direction 
and magnitude. When using signed 
DAGs (see Section 2.6), it is some-
times possible to tell the direction of 
the bias; this is useful for identifying 
which biases can be ruled out as an 
explanation for an observed asso-
ciation (e.g. if the DAG identified a 
source of bias as operating down-
wards – a bias towards the null for a 
positive association – it could be con- 
cluded that an observed association 
is likely to be an underestimate). 
Where it is not possible to identify the 
direction or the magnitude of a bias, 
reviewers would need to consider 
using the various sensitivity analysis 
techniques presented in subsequent 
chapters before concluding that an 
identified source of bias would indeed 
be enough to change the interpreta-
tion of the study for the purposes of 
hazard identification.

Note also that DAGs cannot be 
used to solve every problem, and that 
there are some biases (particularly 
those involving the lack of a concept 
called faithfulness, which is beyond 
the scope of this chapter) that cannot 
easily be represented in DAGs. 
Another limitation of DAGs is that 
they do not readily depict interactions 
between variables.

2.3 Example: building a DAG 
for opium consumption and 
lung cancer

Suppose that an IARC Monographs 
Working Group comes together to  
evaluate whether opium consumption 
causes lung cancer, and that they are 
interested in using observational data 
to identify the hazard. When reviewing 
an observational study, such as the 
Golestan Cohort Study conducted in 
the Islamic Republic of Iran (Sheikh 
et al., 2020), the Working Group 
might be concerned that people who 
use opium are different from those 
who do not, with respect to factors 
that put a person at increased risk of 
developing lung cancer. A DAG could 
help the Working Group decide which 
variables should be controlled for in 
order for a study to be considered 
highly informative.

To begin to generate a DAG, the 
team would first draw the exposure 
and the outcome and then work 
through the shared causes of opium 
use and lung cancer as well as any 
other variables they think may be 
important in generating the data 
(Example 2.7a). The key is that expert 
knowledge is used to draw the DAG, 
not pure guesswork or the list of the 
variables that have been collected 
(Hernán et al., 2002).

It is critical to understand the 
issue hypothesized in Example 2.7a, 
where two variables (such as tobacco 
use and opium use) are associated 
through a third, possibly unmeasur-
able, latent variable (such as propen- 
sity to use substances). Having un- 
measured latent factors in the DAG 
often creates difficulties in opera-
tionalizing what constitutes sufficient 
adjustment; however, such factors can 
still create substantial bias and 
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 Example 2.6c. Conditioning to block backdoor paths in a DAG

Fig. 2.8 shows that all the unblocked backdoor paths are now blocked.

Fig. 2.8. Directed acyclic graph representing the data-generation process for a study of red meat consumption 
and colorectal cancer (CRC) with additional conditioning on family history of CRC and diabetes.

Red meat Colorectal cancer

Fig. 2.8

Family history 
of CRC

Diabetes Hospitalization

Now, suppose that the results were adjusted for family history of CRC, diabetes, and hospitalization, 
because it was thought that hospitalization was a confounder. As noted in Table 2.4 for the path red meat 
consumption → hospitalization ← CRC, the only path from red meat consumption to CRC that goes through 
hospitalization is not an open path; thus, it creates no bias. Would the results still be a valid estimate of the effect 
of red meat consumption on CRC after conditioning on hospitalization? As discussed previously, conditioning on 
a collider (a variable with two arrowheads into it along a pathway) creates a non-causal association between the 
parents (i.e. the two variables that are causes of the collider), and this pathway creates bias. This is represented 
in Fig. 2.9 with a box around hospitalization (representing conditioning through statistical control) and a dashed 
arrow from red meat consumption to CRC (representing a non-causal association that has been induced between 
the two variables by controlling for the collider). As noted previously, spurious associations can be induced by 
adjusting for variables in the analysis; these are represented with dashed lines with no arrowhead. (text continues 
on page 39)

Fig. 2.9. Directed acyclic graph representing the data-generation process for red meat consumption and colorectal 
cancer (CRC) with additional conditioning on family history of CRC (confounder), diabetes (confounder), and 
hospitalization (collider), the last of which creates a non-causal association between red meat consumption and 
CRC. The dashed line represents an association created by conditioning on a collider.

Red meat Colorectal cancer

Fig. 2.9
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therefore should not be omitted from 
the DAG. 

For now, selection and measure-
ment nodes, which are discussed later 
in this chapter, will be ignored and left 
out of the DAG. If it can be assumed 
that the DAG is correct, this now 
provides a model that can be used 
to identify a sufficient set of variables 
that need to be adjusted for to control 
for confounding (Example 2.7b). This 
process will be demonstrated in the 
discussion on confounding in this 
chapter. Note here that if the study 
investigators have not measured all 
the variables in the DAG (or have 
not measured them well), they may 

not have been able to remove all the 
confounding directly.

2.4 DAGs and specific sources 
of bias

2.4.1 Confounding

(a) Identification with DAGs

A confounder, which is a type of 
variable, can be distinguished from 
confounding, which is a bias that 
results from an unblocked backdoor 
path. A confounder is any variable 
that, when it has been controlled for, 
leads to a reduction in confounding. 
Given a DAG, researchers and re- 

viewers can use simple rules to 
determine sets of variables whose 
control is sufficient to eliminate con- 
founding bias (assuming that the 
variables are well measured). A set 
of variables is sufficient to eliminate 
all the confounding if (i) it blocks all 
open backdoor paths from an expo-
sure X to an outcome Y, including any 
paths that may be opened through 
adjustment, and (ii) it comprises no 
descendant of the exposure X (i.e. 
no variable directly or indirectly influ-
enced by the exposure) (Pearl, 2009).

Previous definitions of a confound- 
er used statistical terminology (e.g. 
a confounder is a variable that is 

Example 2.7a. Depicting shared causes in a DAG for opium consumption and lung cancer

It is known that tobacco use is a cause of lung cancer, and it is observed that people who use opium are more likely 
to smoke tobacco. However, it is not immediately clear how this association would occur. For a DAG to help identify 
a set of analytical variables needed to control for confounding, it is necessary to specify how associations occur 
in the data. Does tobacco smoking cause opium use? Does opium use cause tobacco smoking? Although, in a 
minimal number of individuals, either of these could be true, the review team believes that it is more likely that there 
is some shared cause that links the two. This shared cause could be a propensity to use substances, or something 
like SES. These causes are represented in the DAG shown in Fig. 2.10, because they are both considered to be 
likely sources of the association between opium use and tobacco use. (text continues on page 39)

Fig. 2.10. Directed acyclic graph for a study of the relation between opium use and lung cancer. SES, socioeconomic 
status.
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associated with both the exposure 

and the outcome); essentially, the 

definition of a confounder needs cau- 

sal wording to properly distinguish it 

from other concepts, such as media-

tors (which are also variables that are 

associated with both the exposure 

and the outcome). Thus, a confounder 

has also been defined as any member 

of a minimally sufficient set of vari-

ables used for confounding control, 

such that dropping the variable from  

the sufficient set would lead to uncon-

trolled confounding (VanderWeele 

and Shpitser, 2013). Variables that 

are shared causes of both the expo-

sure and the outcome qualify as con- 

founders. Example 2.7c should 

make the distinction between 
confounders and confounding clearer.

Note, again, that free online soft-
ware, such as DAGitty, can be useful 
here to identify all the sets of vari-
ables that would suffice to remove 
confounding through adjustment.

Confounding is the bias that is created by an unblocked backdoor  
path. Often, different sets of variables can be used to remove the 
confounding; which variables are identified as the confounders 
depends on which are to be used to remove the confounding.

Key message

Example 2.7b. Simplifying a DAG for opium consumption and lung cancer to account for confounding

Fig. 2.10 is an example of a DAG that might have been created by an IARC Monographs Working Group. It is 
again necessary to reiterate that the DAG represents the full data-generation process (i.e. the set of variables 
and relations between them that led to the data observed in this study), not only the variables that were measured 
in the study. Note also that the data-generation process for a specific exposure–outcome pair might vary across 
populations. For example, in some countries occupational exposures to a specific carcinogen may be prevalent, 
and in others they may not, so the variable would not be included.

However, suppose that the Working Group members discuss the DAG and decide that only a few of the 
variables have effects (represented by the arrows) that are strong enough to represent substantial bias, based 
on their understanding of the strength of the effect the arrows represent. The DAG might then be simplified, as in 
Fig. 2.11. (text continues on page 41)

Fig. 2.11. Simplified directed acyclic graph describing the data-generation process for the relation between 
opium use and lung cancer, focused on variables that are thought to be likely to cause substantial bias. SES, 
socioeconomic status.
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Example 2.7c. Confounding by backdoor paths in the DAG for opium consumption and lung cancer

As depicted in Fig. 2.11, age is a confounder of the relation between opium use and lung cancer, because it has a 
causal effect on both opium use (likely reducing use) and lung cancer (increasing risk). Using the DAG terminology 
introduced in Section 2.2.2, the path opium use ← age → lung cancer is open and may thus create a spurious 
association between opium use and lung cancer. In plain words, and considering the example where both opium 
use (yes or no) and age (old or young) are binary variables for simplicity, people who use opium are more likely to 
be older, so that even in the absence of a causal effect of opium use on lung cancer, an association between them 
is expected because of the causal effect of age on lung cancer. Of course, how much bias this creates will depend 
on how strongly age affects both opium use and lung cancer.

As explained in Section 2.2.2, proper control for age (e.g. by stratification, matching, or adjustment) would block 
the path opium use ← age → lung cancer and remove the corresponding confounding bias. However, Fig. 2.11 
also shows that more-complex confounding structures can exist. For example, it might be thought that people who 
use opium are more likely to smoke tobacco than people who do not use opium, probably through propensity to 
use substances. This makes propensity to use substances a shared cause (a forking path) of both opium use and 
tobacco use. Because tobacco use is known to cause lung cancer, there is now an unblocked backdoor path (i.e. 
a confounding path): opium use ← propensity to use substances → tobacco use → lung cancer. This path can be 
blocked by adjusting for propensity to use substances, but this is difficult to measure. Because the path can be 
blocked by controlling for any variable on it, adjusting for tobacco use would also suffice to remove confounding 
that works through this pathway. Therefore, valid studies of the association between opium use and lung cancer 
would be expected to include adjustment for tobacco use. Table 2.5 lists a selection of the backdoor paths from 
opium use to lung cancer (but note that there are more).

Table 2.5. Backdoor paths from opium use to lung cancer in Fig. 2.11 and their relevance to the control of 
confounding

Number Path Status

1 opium use ← propensity to use substances ← SES → tobacco use → lung cancer Open, unblocked
2 opium use ← propensity to use substances → tobacco use → lung cancer Open, unblocked
3 opium use ← age → lung cancer Open, unblocked
4 opium use ← age → tobacco use → lung cancer Open, unblocked
5 opium use ← sex → tobacco use → lung cancer Open, unblocked
6 opium use ← propensity to use substances ← age → tobacco use → lung cancer Open, unblocked
7 opium use ← propensity to use substances ← age → lung cancer Open, unblocked
8 opium use ← age → propensity to use substances → tobacco use → lung cancer Open, unblocked
9 opium use ← sex → tobacco use ← age → lung cancer Closed, blocked

10 opium use ← sex → tobacco use ← SES → propensity to use substances ← age → lung 
cancer

Closed, blocked

11 opium use ← propensity to use substances ← SES → tobacco use ← age → lung cancer Closed, blocked
12 opium use ← propensity to use substances → tobacco use ← age → lung cancer Closed, blocked

SES, socioeconomic status.
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Example 2.7c. Confounding by backdoor paths in the DAG for opium consumption and lung cancer (continued)

In the example of Table 2.5, 12 backdoor paths are noted in a partial list of all the backdoor paths between 
opium use and lung cancer, of which only eight are open (1–8). The four that are blocked (9–12) are blocked 
because they contain a collider (e.g. sex → tobacco use ← age, sex → tobacco use ← SES, propensity to use 
substances ← SES → tobacco use, or propensity to use substances → tobacco use ← age). The eight unblocked 
paths all contain sex, age, or propensity to use substances; all of these unblocked paths could be blocked (i.e. 
removing all the confounding created by these forking paths) by controlling for these three variables. Although 
some of these variables are colliders on other paths and could thus open new paths, the new paths would all 
be blocked by one of the three variables in the set used to remove the confounding (Fig. 2.12). For example, 
propensity to use substances is a collider on the path SES → propensity to use substances ← age; if it were 
somehow possible to measure and adjust for propensity to use substances through stratification, regression, 
or some other method, a path would be opened between SES and age such that there would now be an open 
backdoor path: opium use ← propensity to use substances ← SES - - - age → lung cancer. However, this path is 
already blocked by adjusting for propensity to use substances and sex; thus, no new bias is created. The key point 
here is that there may be instances where it is in fact necessary to control for a collider on a backdoor path from 
the exposure to the outcome to remove all the bias. This is fine as long as any new paths opened up by controlling 
for the collider are blocked.

Fig. 2.12. Example of directed acyclic graph for a study of a possible causal effect of opium use on lung cancer, 
adjusted for age, sex, and propensity to use substances. SES, socioeconomic status. Dashed lines represent 
associations created by conditioning on a collider.

Opium Lung 
cancer

Age

Tobacco

SES

Fig. 2.12

Propensity to use 
substances

The eight unblocked paths also contain tobacco use or age (or both), so one could also adjust for both of these 
and block all the unblocked backdoor paths; however, note that tobacco use is a collider in each of the closed paths, 
so adjusting for tobacco use would open new pathways (Fig. 2.13). Nonetheless, although adjusting for tobacco 
use does open new pathways, none of them leads to a new unblocked backdoor path (confounding pathway) 
from opium use to lung cancer after adjusting for tobacco use and age, so this would also be an appropriate set. 
Because propensity to use substances may be difficult to measure in practice, adjustment for age and tobacco 
use may be an easier strategy.
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Example 2.7c. Confounding by backdoor paths in the DAG for opium consumption and lung cancer (continued)

Fig. 2.13. Example of a directed acyclic graph for a study of a possible causal effect of opium use on lung cancer, 
adjusted for tobacco use and age. SES, socioeconomic status. Dashed lines represent associations created by 
conditioning on a collider. 

Opium Lung 
cancer

Sex

Tobacco

SES

Fig. 2.13

Propensity to use 
substances

Age

In Fig. 2.14, one variable is added: yellow fingers, which is an effect of tobacco use. The variable “yellow fingers” 
is a descendant of tobacco use (i.e. a variable affected by tobacco use), because it is possible to follow a directed 
path to get from tobacco use to yellow fingers. This demonstrates that adjustment for the descendant of a collider 
partially adjusts for the collider itself; in this instance, adjusting for yellow fingers (alone) would partially open a 
path between each of the parents. Although this may seem a silly example, it is meant to illustrate the approach 
used when investigators adjust for variables as a proxy solution in a situation where information on the variable 
they would have liked to adjust for (here, tobacco use) is missing. (text continues on page 42)

Fig. 2.14. Illustrative example of a directed acyclic graph for a study of a possible causal effect of opium use on 
lung cancer, as shown in Fig. 2.11, with an additional variable (yellow fingers). SES, socioeconomic status. 

Opium Lung 
cancer

Age

Tobacco
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Fig. 2.14
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substances

Yellow fingers
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(b) Implications for study results

Sensitivity analyses can also be 
used to assess whether the size of 
the association between the expo-
sure and the outcome would be larger 
than that observed had the bias been 
absent and, therefore, whether the 
data still suggest a cancer hazard. 
If the analysis involved a sufficient 
set of variables, confounding bias 
might still be present if some unob-
served (or unobservable) variables 
were missing in the original DAG. 
Additional sensitivity analyses (Arah 
et al., 2008; VanderWeele and Arah, 
2011; Arah, 2017), including analyses 
based on negative control exposures 
or outcomes (Flanders et al., 2022), 
can be carried out to explore this 
further (see Chapter 3).

2.4.2 Information bias

Another key source of bias that must 
be contended with in epidemiological 
research is information bias (Lash 

et al., 2021). As noted in the Preface, 
information bias results from the 
mismeasurement or misclassifica-
tion of key variables. This section 
discusses ways of using DAGs to 
visualize different types of informa-
tion bias when beginning to assess 
the possible impact that any mismea-
surement of variables may have. 
This concept is discussed further in 
Chapter 4.

To obtain unbiased estimates of 
causal effects, accurate information 
is needed about the variables used 
in the study. Information bias occurs 
when the variables are not perfectly 
measured, and the mismeasured 
versions lead to a difference between  
the causal effect and the observed 
effect. For example, in the above- 
mentioned study of opium use and 
lung cancer, suppose that the study 
investigators assessed opium use 
with a questionnaire. Not all partici-
pants would provide accurate infor-
mation about the amount of opium 
they typically used, for several 
reasons. Some may not accurately 
remember, and some may not want to 
tell the researchers, because opium 
use is usually illegal. Furthermore, 
if opium use was assessed after the 
lung cancer had already occurred, as 
may happen in a case–control study, 
it is possible that if the participants in 
the study thought there was a relation 
between opium use and lung cancer, 
the investigators may get more accu-
rate information about those with lung 
cancer than those without; this could 
lead to a biased estimate of the true 
effect (often referred to as recall bias).

(a) Types of variables affected

All variables can be mismeasured 
to some degree. Although measure-
ment error can be used as a catch-all 

term for mismeasured variables, 
mismeasurement that occurs in 
continuous variables is referred to 
as measurement error, whereas mis- 
measurement that occurs in cate-
gorical variables is referred to as 
misclassification. In both cases, it is 
possible to explore the impact of any 
potential bias created by the lack of 
perfect correspondence between the 
true value of a variable and its mea- 
sured version. The next section first 
focuses on exposures and then dis- 
cusses confounders.

(b) Identification with DAGs

Measurement error and misclassifi-
cation can be depicted in DAGs, as 
demonstrated by Hernán and Cole 
(2009). With their approach, each 
factor in an analysis is represented 
with two variables: the true underlying 
variable and the measured version 
of that variable. Although the true 
version is almost never identified, a 
measurement approach is generally 
chosen that should be closely corre-
lated with the actual values of the true 
variable to be measured.

Example 2.8 describes the heu- 
ristic (Lash, 2007) that many re- 
searchers rely on when they note 
in their discussion sections that 
non-differential measurement error 
was likely to have biased their results 
towards no effect, despite the fact that 
this can be incorrect in a number of 
circumstances (van Smeden et al., 
2020; Yland et al., 2022). In actuality, 
the structures can become more 
complex, and the direction of the 
bias can become unpredictable (at 
least in aggregate), as will be demon-
strated. However, where the bias is 
probably towards the null, those who 
are simply trying to identify a non-null 
causal link between an exposure and 

Given a DAG that describes 
the data-generation process 
under study, researchers and 
reviewers can determine whether 
a particular study sufficiently 
accounted for confounding bias. 
The rules given in this chapter 
can be used to check whether the 
analysis adjusted for a sufficient 
set of variables to remove all 
the confounding. If it becomes 
apparent that some confounding 
paths were not properly blocked, 
simple sensitivity analyses can 
be used to assess the magnitude 
of the residual confounding bias 
and whether this bias is likely 
to fully explain the observed 
association (see Chapters 3 and 
6 for more details).

Key message
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an outcome, and not the magnitude of 
the effect, might be able to focus less 
on this bias, because any observed 
association would probably have 
been stronger had the bias been 
absent.

This measurement error can be 
classified as independent, because 
the error terms are independent of 
each other, and non-differential, 
because the error terms do not 
depend on the actual value of any 
other variable. Here, we focus on 
the distinction between differential 

and non-differential error and leave 
a discussion of dependent and inde- 
pendent error to Side Box 2.6. For an 
exposure, non-differential measure-
ment error (using measurement error 
as a catch-all term here) typically 
means that the amount of measure-
ment error in the exposure does not 
depend on the actual value of the 
outcome (although non-differenti-
ality could be defined with respect 
to another key variable in the study). 
In many situations, the existence 
of non-differential error leads to the 

expectation of a bias towards the 
null. However, because DAGs do not 
imply anything about the magnitude 
of the effect of the arrows, it is not 
possible to say how much bias there 
will be; therefore, some may not find 
adding nodes for measurement to be 
beneficial. Quantitative bias analyses 
(Fox et al., 2021a) can be quite helpful 
in this situation, as discussed in 
Chapter 4.

When there is differential measure-
ment error, there is no predict-
able direction of the bias; it can be 

 Example 2.8a. Depiction of non-differential measurement error in a DAG for red meat consumption and  
 colorectal cancer

The DAG in Fig. 2.15a shows the presumed data-generation process for a study of the relation between red meat 
consumption and CRC. For simplicity, assume that there are no shared causes of the two variables. A measured 
version of each variable is also represented with the same variable name but with an asterisk * (indicating that this 
is the measured version). For each variable, the measured version is affected by the true variable; this creates an 
association between them. This is essential, because if there were no relation, there would be no reason to use 
the measured version.

Fig. 2.15b shows the same DAG, but the associated error terms are added, denoted by U with a subscript 
label related to the variable of interest; these explain the difference between the measured and true versions of 
the variable. Adding these error terms allows for the description of different types of measurement error, which 
can have different impacts on the results, and therefore on the inferences to be drawn from the study. In a study 
in which the authors estimate the effect of red meat consumption on CRC, what can in fact be estimated is the 
association between red meat consumption* and CRC*. Assuming that the measurement error in each does not 
depend on any other variable, in a very simple scenario, the association between red meat consumption* and 
CRC* might be expected to be attenuated compared with the true effect of red meat consumption in causing CRC, 
because red meat consumption* and CRC* are imperfect proxies for the true versions. (text continues on page 46)

Fig. 2.15. Directed acyclic graphs for a study of a possible causal effect of red meat consumption (RM) on risk 
of colorectal cancer (CRC): (a) representing the data-generation process, as well as measured versions of each 
variable (each represented with an asterisk); (b) with the addition of an associated error term (U) for each variable.

RM CRC

RM* CRC*

a b

URM UCRC

RM CRC

RM* CRC*

Fig. 2.15
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towards or away from the null, and 
even our intuitions on the direction 
can sometimes be wrong (Greenland 
and Robins, 1985). Chapter 4 shows 
that having good information about 
the amount of measurement error in 
a variable stratified by any variable 
the error might depend on is the key 
to assessing the likely direction and 
magnitude of the bias.

Note that DAGs cannot indicate 
the magnitude of bias created by any 
information bias. See Chapter 4 for 

sensitivity analyses that enable the 
expert reviewer to consider whether 
information bias could meaningfully 
change causal conclusions from indi-
vidual studies.

2.4.3 Selection bias

Although modern approaches to de- 
fining selection bias have focused on 
the use of causal diagrams, not all 
selection bias can be easily described 
using a DAG. Therefore, the focus 

here is on a mechanism by which 
selection bias occurs. As defined 
in the Preface, selection bias can 
occur when entry into or retention in 
a study is related to both the expo-
sure and the outcome, although it 
should be noted that it can also occur 
because of the ways in which people 
are selected into analytical groups. In 
other words, selection biases create 
an association between exposure 
and outcome because of the way 
in which people are selected into or 

 Example 2.8b. Depiction of differential measurement error in a DAG for red meat consumption and colorectal  
 cancer

The DAG of Fig. 2.16 takes the DAG of Fig. 2.15b as a starting point but adds an arrow from CRC to URM. In this 
situation, the error in red meat consumption is affected by the true CRC status. This is an instance of differential 
measurement error, such as recall bias. For example, if the data on red meat consumption were collected before 
the cancer diagnosis, as would be depicted in the DAG of Fig. 2.15, it might be reasonable to assume that the error 
in information about red meat consumption is unrelated to whether a person develops CRC. However, if data on 
red meat consumption were collected by self-report after a diagnosis of CRC, the DAG in Fig. 2.16 might be more 
likely, because misreporting of red meat consumption might be different between those who did and did not have 
a diagnosis of CRC. This could occur in retrospective studies because those who have a diagnosis may spend 
more time trying to assess their exposures and may recall them more accurately than those who do not have a 
diagnosis. Alternatively, if people with a diagnosis believe that the cancer was caused by red meat consumption, 
they might overreport their red meat consumption compared with those who did not have a diagnosis (Lash 
et al., 2021). The key point with differential measurement error is that the error in one variable is related to the 
actual value of a second key variable (e.g. error in red meat consumption is related to actual CRC status). Thus, 
differential exposure measurement error typically means that the amount of measurement error in the exposure 
does depend on the actual value of the outcome (although it could be defined with respect to another key variable 
in the study). (text continues on page 46)

Fig. 2.16. Directed acyclic graph for a study of a possible causal effect of red meat consumption (RM) on risk of 
colorectal cancer (CRC), as well as measured versions of each variable (each represented with an asterisk) and 
the associated error term (U) for each variable, representing independent, differential measurement error.

URM UCRC

RM CRC

RM* CRC*

Fig. 2.16
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 Side Box 2.6. Dependent error

With respect to information bias, an informative scenario to consider is presented in Fig. 2.17; the error terms 
(unknown causes) are unrelated to the actual values of any other key analytical variables, but the error terms for 
both the exposure, URM, and the disease, UCRC, have a shared cause, URM-CRC. This may occur if the same source 
(perhaps self-report) was used for both the exposure and the outcome. In such situations, the errors in the two 
variables are correlated, leading to non-differential but dependent measurement errors. This is also sometimes 
referred to as common-method or common-source bias (Podsakoff et al., 2003). In this situation, as was true in 
each of the previous DAGs (Fig. 2.15), because both red meat consumption and CRC were mismeasured, one 
would expect error in both variables. However, unlike in the previous two DAGs, the errors here are correlated 
with each other. This may be easiest to understand with a dichotomous exposure and a dichotomous outcome. If 
the red meat consumption (high or low) of 10% of study participants was incorrectly classified and the CRC status 
(yes or no) of 10% of study participants was incorrectly classified, then one would expect misclassification on both 
variables for 1% (the product of those two percentages) of study participants. However, in the DAG of Fig. 2.17, 
because the errors are correlated or dependent, one would expect misclassification on both variables for more 
than 1% of study participants. This is because if self-report was used for both the exposure and the outcome, 
people who are more likely to overreport their exposure might be more likely to overreport their outcome, and vice 
versa. In this scenario, as demonstrated in articles by Kristensen (1992) and Chavance and Dellatolas (1993), 
small amounts of non-differential but dependent measurement error can lead to strong bias away from the null for 
a truly null effect. Thus, to obtain valid estimates of the effect of an exposure on an outcome, it is critical to separate 
the sources for data on key variables in the study (Brennan et al., 2021). For example, if self-report was being used 
for red meat consumption, a medical record could be used to obtain information on the CRC diagnosis. Both could 
still be measured with error, but because the errors would not be correlated, the impact of the bias would often be 
smaller. Bias analyses are quite difficult to implement for dependent errors; therefore, IARC Monographs Working 
Groups should be cautious when reviewing studies that may contain dependent error.

Fig. 2.17. Directed acyclic graph representing the data-generation process for red meat consumption (RM) and 
colorectal cancer (CRC), as well as measured versions of each variable (each represented with an asterisk) and 
the associated error term (U) for each variable, representing dependent, non-differential measurement error.

URM UCRC

RM CRC

RM* CRC*

URM-CRC

Fig. S2.17Although this is not shown here, errors in measurement can also be both dependent and differential, creating 
a very unpredictable and potentially strong bias. In such situations, it can be nearly impossible to assess the true 
underlying causal effect of an exposure on an outcome. (text continues on page 47)
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out of a study. In nearly all studies, 
except those that use a census of the 
study population such that there is no 
selection into the study, participants 
are selected into the study either by 
the investigators or by their self-se-
lection into the study (or a combina-
tion of the two). Selection alone does 
not always lead to selection bias; it is 
only when the forces that lead people 
to be selected into or out of a study or 
the ways in which researchers select 
people into or out of analytical groups 
distort the true causal effect for the 
target population, leaving a biased 
association (see Chapter 5 for more 
information). With causal diagrams, it 
is easier to demonstrate when selec-
tion bias occurs. For now, note that 
an example of selection bias would 
be selection on or adjustment of a 
shared effect of the exposure and the 
outcome (i.e. a collider). 

(a) Description and mechanisms

As is shown in more detail in 
Chapter 5, selection bias is a common 
issue across all study designs (Lash 
and Rothman, 2021). In randomized 
trials, there can be selection bias due 
to loss to follow-up. In cohort studies, 
selection bias can arise because of 
how the cohort is selected. Case–
control studies can have selection 
bias due to inappropriate choice of 
control participants. This is not an 
exhaustive list but underscores the 

ubiquity of the problem. This section 
connects the commonality of these 
biases via DAGs.

(b) Depiction and identification 
with DAGs

Section 2.2.4 reviews how a closed 
backdoor path can be opened by 
conditioning on a collider (or a de- 
scendant of a collider) on that path- 
way. Such collider biases can occur 
from selection into the analytical 
dataset (Example 2.9).

Next, Example 2.10 elaborates on 
this simple causal DAG in the setting 
of a case–control study.

Loss to follow-up in any longitu-
dinal study (e.g. randomized trials 
or cohort studies) can also create a 
selection bias, which can be depicted 
through conditioning on a collider in 
a causal diagram. In situations where 
loss to follow-up creates a bias, the 
time under observation in the study 
is related to the exposure and the 
outcome (Example 2.11).

Note that there are other ways in 
which loss to follow-up can be drawn 
in DAGs, but all of these structures 
reduce to the same issue: if we 
analyse only people who happened 
to continue to be observed in the 
study without further adjustment, we 
might be conditioning on a collider or 
a descendant of a collider in a path 
between exposure and outcome, as 
drawn in the DAG.

Examples 2.10 and 2.11 are only 
two ways in which causal graphs 
may depict selection bias; Chapter 5 
describes others in detail. Let us now 
turn our attention to what can be done 
to avoid, address, or mitigate selec-
tion bias, and the role of DAGs in that 
process.

(c) Implications for study results

What can be done about selection 
biases? Returning to the DAGs in 
Fig. 2.20, there would be no biasing 
pathway if there were no box around 
S. But this, of course, is not usually 
a realistic situation and is beyond the 
control of someone trying to analyse or 
review existing data. However, when 
studies have loss to follow-up greater 
than some de minimis value (e.g. 
5%), the approaches to evaluating 
the sensitivity of results described in 
Chapter 5 could be helpful.

Selection bias can sometimes be 
minimized by design. For example, 
choosing control participants in a 
case–control study such that it is 
unlikely that a path exists between 
the proposed causal agent and the 
selection of the control group mini-
mizes the bias created in the DAG in 
Fig. 2.19a, even if it cannot be guar-
anteed to prevent it completely. As 
another example, in studies where 
outcome assessments are obtained 
from routinely collected data rather 
than onerous study visits, loss to 
follow-up may be minimized through 
this reduced participant burden 
(although at a potential cost of infor-
mation bias).

Even if selection bias has not 
been minimized by design, reviewers 
can use DAGs to ensure that in the 
studies being evaluated the analyt-
ical steps were taken to mitigate the 
bias to the best extent possible with 
the available data. The graph for loss 
to follow-up in Fig. 2.20b shows that 
the open pathway can be closed by 
adjusting for a variable on the newly 
opened path, namely SES. Chapter 5 
describes in more detail the options 
for these adjustments, as well as 
ways to reason about the direction 

Selection bias can be produced 
at the time of study entry, at the 
time of sampling into a study, at 
the time of selection out of a study 
(e.g. loss to follow-up), or during 
analysis (analytical selection).

Key message



C
H

A
P

T
E

R
 2

Chapter 2. Causal diagrams to evaluate sources of bias 51

and magnitude of bias when adjust-
ment is not possible.

2.5 DAGs and multiple sources 
of bias

2.5.1 Identifying multiple 
sources of bias

As noted previously, the full data-gen-
eration process can be represented in 
DAGs by including those sources of 
bias that occur in the population (e.g. 
confounding) and those that occur 
because of the study (e.g. selection 
bias and information bias); this will 
allow for a full picture of the ability 
of a study to identify causal effects 
from the observational data. When 
assessing the full impact of bias on 
study results, it may be necessary 

to think through how sources of bias 
interact with each other. It is not 
immediately clear from looking at a 
DAG whether two sources of bias will 
be additive in terms of their impact on 
study results or, if they act in opposite 
directions, whether they might cancel 
each other out (Greenland, 2005).

A simple scenario of how two 
sources of bias might interact with 
each other is information bias (in 
the measurement of exposures, 
outcomes, or other variables) 
and confounding. Suppose that a 
DAG representing the underlying 
data-generation process is used to 
identify a sufficient set of variables 
to control for all the confounding. 

With respect to DAGs and re-
view panels, perhaps the most 
useful implication of DAGs for 
selection bias is in identifying 
when selection bias is likely in 
a published study, and then us-
ing DAGs as a guide to inform 
a possible bias analysis (Fox 
et al., 2021b; Chapter 4) or sen-
sitivity analysis for whatever re-
maining biases exist within the 
evidence at hand.

Key message

 Example 2.9. Depiction of collider bias (by hospitalization) 

Suppose, for a study of the association between red meat consumption and CRC, that the DAG in Fig. 2.18a 
depicts the data-generation process but that in this situation the study being reviewed was conducted only among 
hospitalized patients. In other words, the study design conditioned on hospitalization, as shown in the DAG in 
Fig. 2.18b. Conditioning on hospitalization opens up the path red meat consumption → hospitalization ← CRC; 
therefore, there is an open path between red meat consumption and CRC other than the causal path of interest, 
and this new open path could explain any observed association between red meat consumption and hospitalization 
in the dataset. (text continues on page 50)

Fig. 2.18. Simple selection-bias diagrams showing (a) selection on hospitalization as a collider and (b) bias from 
conditioning on hospitalization. The dashed line represents an association created by conditioning on a collider.

Red meat Colorectal cancer

Hospitalization

Red meat Colorectal cancer

Hospitalization

a

b

Fig. 2.18
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Example 2.10. Selection bias in a DAG for opium consumption and lung cancer

Consider an investigation of the effects of opium use on lung cancer that included a case–control study in which 
participants in the control group were selected from hospitalized patients. Let S denote an indicator of being 
included in the case–control study. In a case–control design, there is an arrow from the outcome to selection 
(lung cancer → selection [S]) by definition: having lung cancer (Y = 1) increases the probability of being selected 
into the study as a case participant (S = 1). Ideally, control participants are selected so that they represent the 
exposure distribution that gave rise to the case diseases; therefore, there should be no arrow from the exposure 
to selection (Fig. 2.19a). However, perhaps in this hypothetical study control participants were selected who had 
been hospitalized for other reasons, and people who were hospitalized were more likely to be older than the 
general population. In that situation, the DAG may look more like the DAG in Fig. 2.19b, where this choice of control 
participants creates a biasing pathway (lung cancer - - - age → opium use). Side Box 2.7 describes selection bias 
in matched case–control studies. (text continues on page 50)

Fig. 2.19. Selection-bias diagram showing (a) selection (S) as a collider and (b) bias from conditioning on selection 
in a case–control study with control participants selected from among people with a condition related to the 
exposure. The dashed line represents an association created by conditioning on a collider.

Opium Lung
cancer

S S
Age

Opium Lung
cancer

Age

Fig. 2.19

a b

 Side Box 2.7. Selection bias in matched case–control studies

Note that the type of biasing pathway shown in Example 2.10 also occurs in matched case–control studies in which 
confounders of exposure and outcome are chosen as matching factors. The matching creates a selection bias; this 
is why in such studies it is necessary to adjust for matched variables to remove the bias (i.e. block the backdoor 
path that is opened by the matching). Matching in a case–control study does not remove confounding, as is often 
thought; rather, it creates an efficient population within which to control for the confounding. This is sometimes 
referred to as selection bias by design. (text continues above)
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However, suppose in addition that 
there is an imperfect measure of 
the key confounders. Although the 
DAG can show which variables are 
necessary to remove the impact 
of confounding, the mismeasure-
ment of those variables can lead to 
imperfect control. If the mismea-
surement is severe enough, the 
residual confounding will be quite 
strong. Approaches to evaluating 
the direction and magnitude of such 
residual confounding are described in 
Chapter 3.

2.5.2 Representing and 
identifying multiple sources  
of bias in a DAG

Representing the data-generation 
process to identify confounding, 
adding selection nodes to represent 

the selection of the study popula-
tion and possibly nodes to represent 
selection out of the study (i.e. loss 
to follow-up), and adding nodes to 
represent the measured version of 
each variable and any biasing struc-
tures related to the error terms can 
create a very complex DAG. Although 
this process would ideally be followed 
for all variables, it may be helpful to 
focus on the variables that represent 
the largest sources of bias. However, 
this is challenging, because without 
knowing the impact that a particular 
source of bias has (say through a 
bias analysis method, described in 
later chapters), we are left with our 
intuition and our expert experience 
as to which biases are most impor-
tant. It is recommended to start with 

as complete a DAG as possible for a 
particular study or set of studies and 
then remove biasing pathways that 
are thought to have minimal impact on 
the study results. See Chapter 6 for 
methods on this topic for triangulation.

2.6 Signed DAGs

The DAGs introduced thus far do 
not directly indicate the direction 
of a bias, but signed DAGs offer an 
approach that aids in identifying the 
direction of a bias. While signed 
DAGs can clarify many forms of bias 
(VanderWeele and Hernán, 2012), 
the focus here is on their use in under-
standing confounding. Suppose that 
an IARC Monographs Working Group 
is considering one uncontrolled 

Example 2.11. Depiction of collider bias (from loss to follow-up) 

Consider a hypothetical cohort study of opium consumption, as shown in Fig. 2.20a, in which opium use is directly 
related to why participants continue to be observed in the study (i.e. were not lost to follow-up), and in which SES 
affects both cancer risk and the likelihood of remaining observed. This might occur if people who use opium are 
less likely to continue in a study than those who do not. Here again, there is a collider on the pathway opium 
use → selection ← SES → lung cancer. If the collider on this pathway were not conditioned on, it would not create 
any bias because this path is closed due to the collider. Because in this situation selection represents loss to 
follow-up, by definition selection has been conditioned on, because it is only possible to analyse people for whom 
there are data, and this gives the DAG in Fig. 2.20b, which now has an open unblocked backdoor path from opium 
use to lung cancer: opium use - - - SES → lung cancer. (text continues on page 50)

Fig. 2.20. Simple selection-bias diagram showing (a) loss to follow-up as a collider (S) and (b) bias from conditioning 
on loss to follow-up. S, selection; SES, socioeconomic status. The dashed line represents an association created 
by conditioning on a collider.
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(dichotomous) confounder that does 
not modify the effect of the exposure 
on the outcome on the chosen effect 
measure scale (e.g. relative risk or 
risk difference) and wishes to under-
stand whether this source of uncon-
trolled confounding is likely to explain 
all or some of the observed non-null 
association.

Signed DAGs are augmented to 
contain + or − symbols along the 
arrows to indicate the net or average 
direction of the effect (VanderWeele 
et al., 2008). A positive sign (+) indi-
cates that an increase in (or the pres-
ence of) the variable at the tail of the 
arrow leads to an average increase 
(or no change) in the variable at the 
arrowhead, while a negative sign 
(−) indicates that an increase in (or 
the presence of) the variable at the 

tail of the arrow leads to an average 
decrease (or no change) in the vari-
able at the arrowhead (see Side 
Box 2.8).

When one thinks about paths that 
can run between several variables  
and therefore have several arrows, 
rather than a path that is simply 
between two variables and has a 
single arrow, the sign of a path in a 
signed DAG is given by the product 
of the signs of its component arrows. 
An IARC Monographs Working 
Group that is interested in assessing 
the likely direction of confounding 
can begin by augmenting an existing 
DAG (as described in the previous 
sections) with these + or − symbols to 
represent the well-informed hypothe-
sized direction of the relations.

To demonstrate how signed DAGs 
work, Example 2.12 extends the sim- 
ple DAG shown in Fig. 2.4b. With two 
arrows and two possible signs that 
could be applied to the arrows, there 
are four possible scenarios and two 
possible results; a positive sign in the 
result describes the direction of the 
confounding as representing positive 
or upward bias (i.e. the bias leads to 
an observed estimate that is higher 
than the true effect), and a negative 
sign represents negative or down-
ward bias (i.e. the bias leads to an 
observed estimate that is lower than 
the true effect). The net direction of the 
confounding created by each scenario 
follows the multiplication rules of 
positive and negative numbers, as 
shown in Table 2.6 and Fig. 2.23. 

 Side Box 2.8. Interpreting lack of change in signed DAGs

When interpreting signed DAGs, it may seem odd that “or no change” is included; it might be assumed that having 
no arrow would imply no change. This would be a reasonable assumption, but a lack of an arrow specifically 
implies no effect of the exposure on the outcome for any individual in the population (i.e. the sharp null). In 
contrast, there could be no average effect in the presence of an arrow if the number of people who experienced 
harmful effects was the same as the number of people who experienced preventive effects, such that the observed 
association averaged to the null. This might occur if the exposure prevented the outcome for some people in the 
population and caused it for other people, as might occur for seat belt use and death in an automobile accident. 
Although in this example it would be unlikely that the number of people for whom the exposure causes the outcome 
would be the same as the number of people for whom it prevents the outcome, in some exposure–outcome pairs 
such a result may be possible. In such a situation, on average, the exposure would be inferred to have no effect, 
even though for some people the exposure caused the outcome and for other people it prevented the outcome.

In this chapter, signs are only used in signed DAGs under the weak monotonicity assumption of non-decreasing 
(i.e. positive) or non-increasing (i.e. negative) average causal effects to assess the sign or direction of uncontrolled 
confounding due to an unmeasured confounder. Under this monotonicity assumption, a positive average monotonic 
effect, depicted as a positive sign on an arrow, means that increasing the value of the variable at the tail of the 
arrow always increases or leaves unchanged the average value of the variable at the arrowhead, for all values of 
the other covariates adjusted for in the analysis, in the entire population. Similarly, a negative average monotonic 
effect, depicted as a negative sign on an arrow in the DAG, means that increasing the value of the variable at the 
tail of the arrow always decreases or leaves unchanged the average value of the variable at the arrowhead, for all 
values of the other covariates adjusted for in the analysis, in the entire population. (text continues above)
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 Example 2.12a. Depiction of signed DAGs

In this example, there is a concern that a family history of CRC might confound an estimate of the effect of red meat 
consumption on CRC, as in Fig. 2.21. Furthermore, suppose that the study results indicated an increased risk of 
CRC associated with red meat consumption. As explained earlier in this chapter, the unblocked backdoor path red 
meat consumption ← family history of CRC → CRC, which represents a source of confounding bias, would need to 
be addressed to determine the causal effect of red meat consumption on CRC. If the study being assessed did not 
control for family history of CRC, then before dismissing the study, the IARC Monographs Working Group would 
want to decide whether the uncontrolled confounding might explain the finding. In other words, the reviewers would 
want to know: if family history of CRC had been controlled for in the analysis of the study, is it at least possible that 
the true effect would have been null? Here, signed DAGs can help.

Fig. 2.21. Fork structure denoting confounding by family history of colorectal cancer in a study of a possible causal 
effect of red meat consumption on risk of colorectal cancer.

Red meat Colorectal cancer

Fig. 2.21

Family history 
of colorectal cancer

The first step in using a signed DAG is to hypothesize about the direction of the effect of the blue arrows. The 
arrow from red meat consumption to CRC has been left grey to indicate that this is the causal relation that is to be 
assessed. Fig. 2.22 shows the hypotheses about the blue arrows. On average, a family history of CRC is expected 
to increase the risk of developing CRC, perhaps due to a genetic predisposition; this is depicted with a positive sign 
to indicate a positive association. Furthermore, a family history of CRC is hypothesized, on average, to decrease 
red meat consumption, given the awareness of a potential link between the two and a desire of people with a 
family history of CRC to avoid developing the disease. This hypothesis of a negative association is depicted with 
a negative sign in the DAG. In this scenario, it is possible to identify the likely expected direction of this bias. (text 
continues on page 56)

Fig. 2.22. Signed DAG for assessing the direction of confounding by family history of colorectal cancer in a study 
of a possible causal effect of red meat consumption on risk of colorectal cancer.

Red meat Colorectal cancer

Fig. 2.22

Family history 
of colorectal cancer +

–
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If both arrows are positive (repre-
sented by + signs) or negative (repre-
sented by − signs), the likely direction 
of the net bias will be positive or 
upwards (represented by a + sign), 
because multiplying two numbers 
with the same sign will result in a 
positive number. If the two arrows 
have opposite signs, the likely direc-
tion of the net bias will be negative or 
downwards (i.e. towards the null for a 
positive association), represented by 
a − sign.

If the signs of the uncontrolled con- 
founding and the observed (biased) 
study estimate are opposite, it could 

be concluded that the true bias-ad-
justed effect would have been in the 
same direction as observed in the 
biased study estimate. Such cases 
can still allow imperfect evidence to 
contribute informative information to 
support, rather than detract from, a 
given evaluation.

2.7 Use of DAGs in evidence 
synthesis

In the synthesis of the evidence 
across a number of studies with 
different study designs and different 
study populations, there is unlikely 

to be a single DAG that can describe 
the data-generation process in full. 
However, it can be helpful in evidence 
synthesis to begin with a working DAG 
that can be adapted to study-specific 
assessments to identify the potential 
limitations of each study and identify 
a set of variables that are likely to be 
necessary to control for confounding. 
It is also helpful for a group conducting 
evidence synthesis to work through 
the working DAG to ensure that 
assumptions are clearly understood 
between the group members and to 
identify areas of disagreement.

 Example 2.12b. Using signed DAGs to determine the possible impact of biases

Returning to the signed DAG in Fig. 2.22, because the arrow from family history of CRC to CRC is positive and 
the arrow from family history of CRC to red meat consumption is negative, the probable net bias in the association 
between red meat consumption and CRC in a study in which family history of CRC was not adjusted for would 
be downwards or negative. This means that if a positive association (e.g. relative risk [RR] = 1.6) was observed 
between red meat consumption and CRC, because the bias was likely to be downwards (towards the null), if there 
had been data on family history of CRC and it was adjusted for, the estimate of the effect would be expected to be 
even larger than what was observed (in this example, RR > 1.6). In other words, because the negative uncontrolled 
confounding from the signed DAG and the estimated positive association from the study have opposite signs, the 
observed association probably underestimated the unobserved effect adjusted for the unmeasured confounder. 
Accordingly, such a study could not be dismissed, given that the goal was to determine whether consumption of 
red meat is carcinogenic and not the magnitude of the effect (which would indeed be biased).

Suppose, however, that the IARC Monographs Working Group encounters a study in which the observed 
association was that red meat consumption was associated with a reduced risk of CRC (e.g. RR = 0.8, indicating 
a negative association), but the study also did not adjust for a family history of CRC. In this situation, the Working 
Group would make all the same assumptions as before, that family history of CRC increases risk of CRC but 
decreases red meat consumption, yielding negative uncontrolled confounding. However, because the observed 
association was negative (i.e. protective against cancer), the expected bias, which is also negative, could have 
been part of the observed association, and adjusting for the unmeasured family history of CRC could have 
removed some or all of the observed association between red meat consumption and CRC. Thus, the result would 
probably have been less negative (closer to the null, or even positive) than what was observed (in this example, 
RR > 0.8). In this scenario, strong conclusions cannot be drawn. The true unbiased result could have been a less 
protective, a null, or a harmful effect of red meat consumption, in which the negative uncontrolled confounding 
was strong enough to induce some or all of the negative association or to mask a weaker positive (thus, harmful) 
effect, leading to the observation of a protective association. With only a signed DAG, it is not possible to tell 
which is correct, and the sensitivity analysis approaches described in later chapters would become essential. (text 
continues below)
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For case–control studies, arrows 
from the outcome to the selection 
node will need to be included. For 
studies in which healthy worker biases 
are common, it may be essential to 
add nodes that describe the selection 
and confounding biases created as a 
result. Moreover, different measures 
used for different variables, or the 
timing of those measures, may lead to 
different information bias structures.

Researchers may find signed DAGs 
less useful for complex scenarios, 
for example in situations when they 
are trying to use signed DAGs and 
anticipate selection bias, non-mono-
tonic effects, complex confounding 
structures, effect heterogeneity, and 
so on. Readers will find it helpful to 
refer to the more detailed discus-
sions of signed DAGs in the literature 
(VanderWeele et al., 2008; Lipsky 
and Greenland, 2022). The following 
chapters provide information on other 
tools for understanding the direction 
of bias.

Finally, something that has not  
been mentioned yet is that DAGs can 
also be useful for non-traditional ana- 
lyses of data from cohort or case– 

control studies, including the use of 
instrumental variable methods, Men- 
delian randomization approaches, 
and other quasi-experimental designs 
that may be used in triangulation 
processes for evidence synthesis 
(Swanson, 2015). In fact, some of the 
principles described in this chapter 
can help in reasoning about bias in 
those studies, too. For example, loss 
to follow-up can create a selection 
or collider stratification bias in such 
studies, and drawing a DAG can help 
to understand why (Swanson, 2019).

As noted previously, it is always 
challenging to draw DAGs that 
truly represent the underlying data- 
generation process. It may be helpful 
to consult a review of published DAGs 
for examples (Tennant et al., 2021). 
Because disagreements about the 
structure of the DAG can occur, it can 
be helpful to draw more than one DAG, 
to tease out the different assumptions 
that members of a group conducting 
evidence synthesis may have about a 
particular study. This can guide crit-
ical sensitivity analyses in evidence 
synthesis (Mathur and VanderWeele, 
2020a, b, 2022).

2.8 Summary

DAGs make different assumptions 
about the data-generation process 
explicit, enable the identification 
of areas of disagreement in those 
assumptions between members of a 
group conducting evidence synthesis, 
and help to identify important sources 
of bias in the individual studies and 
the collective body of evidence being 
used to identify hazards. Working 
through DAGs collectively can 
create a motivation for additional 
bias analyses or sensitivity analyses 
that can be used to identify which 
sources of bias are most likely to 
matter in drawing conclusions about a 
particular hazard. DAGs also provide 
a systematic way of identifying critical 
variables for valid estimation of the 
effect of an exposure on an outcome. 
Thus, they provide a useful tool for 
hazard identification, as a place to 
communicate the working model used 
to make judgements about the quality 
of the underlying studies, and serve 
as a model for using the evidence 
presented in the most efficient way 
possible.

Table 2.6. Likely direction of confounding bias in the simplified scenario of a single uncontrolled confounder (C) for the 
directed acyclic graph (DAG) in Fig. 2.22, if the monotonicity assumptions for signed DAGs are met

Sign of arrow 1 from family history of colorectal 
cancer to red meat consumption (C →→ X)

Sign of arrow 2 from family history of 
colorectal cancer to colorectal cancer 
(C →→ Y)

Likely direction of 
confounding

+ (C increases risk of X) + (C increases risk of Y) + (positivea)
− (C decreases risk of X) − (C decreases risk of Y) + (positivea)
+ (C increases risk of X) − (C decreases risk of Y) − (negativeb)
− (C decreases risk of X) + (C increases risk of Y) − (negativeb)

C, uncontrolled confounder (family history of colorectal cancer); X, exposure (red meat consumption); Y, outcome (colorectal cancer).
a Positive uncontrolled confounding: not adjusting for C induces a positive association between X and Y, even when X does not affect Y.
b Negative uncontrolled confounding: not adjusting for C induces a negative association between X and Y, even when X does not affect Y.
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Table 2.7 presents the likely conclusions that can be drawn from the results of a study and the results of a simple 
signed DAG with a single confounder, about whether the exposure is likely to have an effect on the outcome.

Table 2.7. Likely conclusions that can be drawn from a study about the existence of a non-null effect of an 
exposure on an outcome, based on the direction of confounding diagnosed with a signed directed acyclic graph 
(DAG) and the direction of the observed association

Observed 
association of 
exposure with 
cancer indicates

Signed DAG indicates 
that confounding is 
likely to be

Conclusion that can be drawn about the existence of a true (bias-
adjusted) non-null effect (bias-adjusted RR, RD)

Elevated riska 
(observed RR > 1, 
RD > 0)

Positive Unclear 
Adjusting for the confounder would probably remove some or all of the 
estimate of the effect. Thus, it is not possible to say whether the estimate  
of the effect adjusted for the confounder would indicate increased, null,  
or decreased risk.

Negativea Elevated cancer risk from exposure is likely 
The observed estimate probably underestimates the true effect. Thus, 
adjusting for the unmeasured confounder would probably increase the 
estimate of the effect (bias-adjusted RR > observed RR; bias-adjusted 
RD > observed RD). Adjustment for the confounder would not bring the 
result back to the null or flip its direction.

No change in risk 
(observed RR = 1, 
RD = 0)

Positive Masked reduced cancer risk is likely 
Adjusting for the unmeasured confounder would probably reveal a 
negative effect estimate (bias-adjusted RR < 1; RD < 0), indicating  
a probable reduced risk associated with the exposure.

Negative Masked elevated cancer risk is likely 
Adjusting for the unmeasured confounder would probably reveal a 
positive effect estimate (bias-adjusted RR > 1; RD > 0), indicating  
a probable elevated risk associated with the exposure.

Reduced risk 
(observed RR < 1, 
RD < 0)

Positive Reduced cancer risk from exposure is likely 
Adjusting for the confounder would probably decrease the estimate of the 
effect. Uncontrolled confounding by this factor is unlikely to explain the 
observed result (i.e. adjustment for the confounder would not bring the 
result back to the null).

Negative Unclear 
Adjusting for the confounder would probably remove some or all of the 
estimate of the effect. Thus, it is not possible to say whether the estimate 
of the effect adjusted for the confounder would indicate decreased, null, 
or increased risk.

RD, risk difference; RR, relative risk.
a Indicates a scenario that would be most applicable to an IARC Monographs Working Group assessing whether an exposure could be 
carcinogenic (assuming positively coded exposure and cancer outcome variables, such that a positive exposure–outcome association  
with RR > 1 or RD > 0 would indicate harm).

Key message
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It should be cautioned that DAGs 
that depict the full data-generation 
process, capturing information bias 
and selection bias, can make it seem 
impossible to approximate the causal 
effect. In some circumstances, this 
will indeed be true, but because the 
magnitude of the bias cannot be 
demonstrated in DAGs, it can be easy 

to think that all potential sources of 
bias are equal, are additive, and are 
severe, when in fact this may not be 
true. The following chapters discuss 
ways to identify the possible magni-
tude of the impact, so that sources 
of bias that have minimal impact can 
be ignored. Because DAGs do not 
represent the amount of bias created, 

they can lead to excessive concerns 
about some sources of bias. In such 
situations, bias analyses can help to 
sort out which sources are most likely 
to matter; thus, the DAG is only a first 
step.

Fig. 2.23. Possible results for the direction of bias as diagnosed with a signed DAG. The left side of each scenario 
shows the hypothesized direction (positive or negative) of the arrow, and the right side of each scenario depicts the likely 
direction (positive or negative) of the net bias in the X–Y relation.
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3.1 Introduction

As noted in the Preface, confounding 
arises when the exposure and the 
outcome of interest share a common 
cause. Informally, confounding may 
be described as a condition in which 
the association of exposure with the 
outcome is, in part, due to differences 
in outcome risk between the exposed 
and the unexposed that are not due 
to exposure effects on the outcome. 
A confounder is then defined as a 
variable that is responsible for con- 
founding; typically, such a variable is 
a cause of the outcome that is asso-
ciated with exposure but not affected 
by exposure. More precise definitions 
can be provided within formal causal 
models, such as potential-outcome 
and graphical models (Greenland 
et al., 1999a; Hernán and Robins, 
2023; see also Chapter 2); these 

models will not be discussed here, but 
the reader is warned that there can 
be various definitions of confounding 
and confounders in these more formal 
discussions.

At an IARC Monographs meeting, 
the epidemiological studies under 
review are typically observational, 
meaning that the investigators did 
not have control over the exposure of 
interest (or any other variables) and, 
importantly for this chapter, did not 
randomly assign study participants 
to exposure. In observational studies, 
it is seldom reasonable to assume 
that pre-exposure factors that affect 
the outcome are equally distributed 
across subgroups defined by expo-
sure; rather, exposure is often influ-
enced by other factors, some of which 
may be risk factors for the cancer 
outcome of interest. Consequently, 
confounding is a common concern 

for Working Group members. Thus, 
one of the primary questions posed 
to reviewers in an IARC Monographs 
Working Group is “Can we reason-
ably rule out confounding as an 
explanation for an observed expo-
sure–cancer association?”

A standard approach to the prob- 
lem of confounding is to measure 
the important factors (e.g. pre-expo-
sure factors that are predictive of the 
outcome in a cohort study) that may 
differ between exposure groups and 
to match on them in the study design 
(to the extent possible) or adjust for 
them in the analysis. If all the impor-
tant confounders were accurately 
measured, an investigator might be 
able to obtain a valid estimate of 
the causal effect of the exposure on 
the outcome. However, the choice 
of which variables to control for (a 
judgement informed by causal, in 
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addition to statistical, considerations) 
is crucial because bias in an estimate 
of a defined exposure–disease asso-
ciation can be induced, or increased, 
by inappropriate control for covari-
ates (Greenland et al., 1999b; Cole 
et al., 2010). Occasionally, IARC 
reviewers may encounter a study that 
used an approach intended to control 
for unmeasured as well as measured 
potential confounders. A classic ex- 
ample of such an approach is a 
randomized controlled trial, but other 
examples encountered in obser-
vational studies include analyses 
that leverage a natural experiment 
or an instrumental variable (such 
as genetic variation in a Mendelian 
randomization analysis; see Side 
Box 3.1). However, many epidemi-
ological studies of cancer cannot or 
do not use these approaches; hence, 
uncontrolled confounding is often an 
important consideration for reviewers.

In Section 3.2, the reader will gain 
an understanding of how to evaluate 
control for confounding in published 
studies. Directed acyclic graphs 
(DAGs) (Chapter 2) will be referenced 
to represent assumptions regarding 
causal relations between variables 
and to assist in identifying causal 
effects. In Section 3.3, the reader will 
gain an understanding of approaches 
to assess potential bias due to uncon-
trolled confounding.

Given the focus on cancer studies, 
throughout the chapter confounding 
is considered as it applies to analyses 
of a binary outcome variable and ratio 
measures of association (such as rate 
ratios, odds ratios, hazard ratios, or 
risk ratios, as typical of most cancer 
studies). It is assumed that reviewers 
are interested in the total effect of the 
exposure on an outcome; therefore, 
mediation analysis, which is covered 

in VanderWeele (2016) and Hernán 
and Robins (2023), is not addressed 
here.

Chapter 2 introduced the use of 
DAGs to frame the identification and 
control of confounding. The focus 
in this chapter is on the evaluation 
of confounding within the context of 
a review that aims at hazard identi-
fication. Consequently, the focus is 
on whether uncontrolled confounding 
of a particular study result is a major 
source of bias and could meaning-
fully change a conclusion regarding 
that study’s contribution for (or 
against) evidence of an association 
between the agent under review 
and the cancer outcome of interest. 
Evaluation of control for confounders 
is also commonly included in system-
atic reviews and meta-analyses 
through the use of tools to assess 
study quality. Such approaches rely 
on methods to assess the risk of bias 
due to confounding. While tools to 
assess study quality can be useful for 
helping a reviewer to think systemat-
ically about sources of bias, they are 
best used by substantive experts who 
can also consider the direction and 
magnitude of potential confounding 
and consider a range of methods to 
assess it. An uncritical use of risk-of-
bias tools can lead to unwarranted 
dismissal of some studies because of 
alleged but unimportant confounding 
(Steenland et al., 2020). Methods 
are described in this chapter for an 
assessment of potential confounding 
bias, which may be useful when 
reviewing studies that inform an IARC 
Monographs evaluation. As described 
in Chapter 1, IARC has published 
general guidelines regarding the 
assessment of bias, and the methods 
outlined here are consistent with this 
guidance (IARC, 2019).

While this chapter focuses solely 
on confounding, there may be factors 
that are modifiers of the associa-
tion under study (as well, perhaps, 
as confounders of it). In addition 
to considering whether a factor 
is a confounder, a reviewer might 
consider whether that factor modifies 
the association under study, meaning 
that the association on the selected 
measurement scale (e.g. relative risk) 
varies across values of the factor. 
Given a published report, a reviewer 
may be limited in such considera-
tions by the information reported. For 
example, if the authors of a publica-
tion only report a covariate-adjusted 
estimate, then a reviewer cannot 
distinguish confounding by that factor 
from effect measure modification. 
However, if results have been strati-
fied on a factor, and if the association 
varies importantly across strata of 
that factor, then there is modification 
of the association on that effect scale. 
Conversely, if the association is the 
same across strata, then the factor is 
probably not a modifier of the asso-
ciation (but could be a confounder of 
the association in a crude analysis 
that collapses information across 
strata of the factor). A variable can 
be a confounder, an effect measure 
modifier, both, or neither.

3.2 Evaluating control for 
confounding

When evaluating control for confound- 
ing in a published study (Fig. 3.1), re- 
viewers will typically consider the fol- 
lowing four topics (these will be 
explained in Sections 3.2.1–3.2.4):

• the study design;
• the study setting and restriction 

of the study population;
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Side Box 3.1. Study designs or analyses and confounding considerations

Study design or 
analysis

Confounding consideration

Randomized 
controlled trial

Randomized trials are the most widely accepted method of addressing concern about confounding 
without necessarily measuring or adjusting for covariates. Nonetheless, randomized trials are rarely 
used in human subjects for evaluations of known or suspected carcinogens, because the administration 
of suspected carcinogens is unethical and because a long follow-up period is typically required in 
studies of cancer to observe the effect of exposure on cancer occurrence. Consequently, there are 
seldom many relevant randomized controlled trials to assess the carcinogenic potential of substances 
reviewed in IARC Monographs.
Possible reasons for confounding in a randomized trial include imperfect allocation concealment, 
blinding, and adherence (i.e. compliance), as well as loss to follow-up; such considerations are 
important in studies of cancer outcomes because it is difficult to maintain adherence to a treatment 
protocol over many years.

Case-only  
(self-controlled)

Case-only designs, such as case-crossover and case-specular studies, are used to address concerns 
about potential confounding by characteristics that are constant over time. Only those participants 
who experience the outcome of interest are included, and study participants act as their own control. 
Because comparisons are made within individuals, confounding by characteristics that are constant 
over time is not possible. However, self-controlled designs do not typically lend themselves to 
investigations of cancer, which often feature long induction and latency periods.
Possible reasons for bias in a self-controlled design include time-varying confounders and selection 
bias.

Matched fixed 
effects design  
(e.g. sibling or 
twin study)

Sibling and twin designs are used to address concerns about potential confounding by measured and 
unmeasured time-invariant factors. These studies involve pairs of participants who might be viewed as 
matched for a large number of potential confounders (e.g. genetics and childhood environment); these 
are shared or invariant characteristics within pairs and are often handled as fixed effects (intercepts) 
in a model.
Possible reasons for bias in such designs include confounding by non-shared factors (i.e. those that 
may vary within a twin pair or sibling set) and selection bias (Frisell et al., 2012; Sjölander et al., 2022).

Instrumental 
variables, natural 
experiment, 
or Mendelian 
randomization 
analysis

Instrumental variables (IVs) are variables that are only associated with the outcome via their association 
with the exposure but are not affected by the exposure.
A natural experiment is a type of IV analysis that involves settings in which the exposure variation 
for an individual (or a group of people) is due to an external factor, such as a natural disaster or an 
industrial accident, that is assumed to be related to the disease only through the exposure.
A Mendelian randomization study is a type of IV analysis in which the investigators use genetic variation 
as the basis for a type of natural experiment. One important motivation for its use is that it offers the 
possibility to control for unmeasured confounders in an observational study (under certain strong 
identifying conditions). A Mendelian randomization analysis requires that the exposure under study 
has known genetic variants, which are strongly associated with it (an assumption termed relevance); 
it also requires that these genetic determinants are not associated with the outcome independently 
of the exposure (an assumption termed exclusion restriction), and it requires that the association 
between the instrument and the outcome is not confounded (an assumption termed independence) 
(Pierce et al., 2018). An increasing number of observational studies are using Mendelian randomization 
methods to study the effects of exposures, lifestyle factors, or biomarkers on cancer.
If the necessary conditions do not hold, IV estimates may be biased (Hernán and Robins, 2006).

Cohort study Cohort studies are commonly encountered in IARC evaluations of human carcinogens; these are 
observational in nature and are susceptible to confounding. This is particularly an issue when 
considering socioeconomic and lifestyle factors and cancer risk, because these factors tend to cluster 
and confounding within such studies can be substantial (Davey Smith et al., 2007). The collection of 
information on potential confounders in a retrospective cohort design may be limited by the available 
historical information, and that in a prospective cohort design may be limited by the knowledge at the 
time of study enrolment. Nested case–control studies (nested within cohorts) may be conducted for 
efficiency or to collect information on important confounders that may not have been collected in the 
original cohort study.
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Study design or 
analysis

Confounding consideration

Case–control 
study

Case–control studies often involve the collection of detailed information on at least a few potential 
confounders that are of primary focus; they typically focus on one outcome and are usually smaller 
than cohort studies, allowing for a richer collection of data on risk factors for the single outcome 
of interest and other covariates than a cohort study. Matching on potential confounders, more 
commonly observed in case–control studies than in cohort studies, can improve efficiency when 
adjusting for confounders (and may permit control for confounding that is otherwise difficult to achieve, 
as in neighbourhood matching). Within case–control studies, there may be issues with the control 
participants not being representative of the population from which the case participants arose, which 
could introduce confounding; also, confounders may not be measured well if individuals are asked to 
recall lifestyle factors that occurred before cancer symptoms were observed. In addition, confounders 
may be recalled differently by case and control participants (selection bias and information bias; see 
Chapters 4 and 5).
From a confounding perspective, nested case–control studies have similar issues to cohort studies.

Ecological study These are studies in which the exposure is studied at a population level rather than an individual level, 
and variation in outcome is examined in relation to variation in population prevalence of exposure.
Ecological studies often have limited or no information on individual-level confounders and are 
consequently susceptible to confounding (including a particular form of bias that may arise in 
ecological study analyses because of confounding or effect measure modification between groups 
under comparison).

Cross-sectional 
study

Such studies typically play a minor role in cancer evaluations.
Confounding is an issue; cross-sectional studies often have the additional complexity of temporal 
ambiguity. It may be unclear whether the exposure preceded the disease; it may also be unclear 
whether a covariate preceded the exposure and thus whether it is a confounder. (text continues on 
page 65)

Side Box 3.1. Study designs or analyses and confounding considerations (continued)

Fig. 3.1. Steps to take when assessing confounding in individual studies.

Read

• Study design
• Study setting
• Restrictions

Review

• List potential confounders
• What was controlled for
• How control was obtained

Assess

• Proxies
• Negative controls
• Sensitivity analyses

Fig. 3.1
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• the set of covariates that were 
adjusted for in the analysis (and 
how those covariates were mea- 
sured and modelled); and

• important confounders that were 
not controlled for.

3.2.1 Study design

The study design is an important 
starting point for evaluating control for 
confounding; it is possible to control 
for confounding in the study design 
phase. The choice of study design 
may direct a reviewer’s attention to 
certain key areas for consideration, 
such as the appropriateness of an 
external comparison group for the 
analysis of standardized mortality 
ratios in an occupational cohort study. 
It may even obviate the need to focus 
attention on the adequacy of control 
for certain types of confounders. For 
example, matched designs involving 
siblings born of the same mother 
are sometimes used to control for 
maternal factors that remain constant 
between pregnancies, such as ma- 
ternal genetics and some aspects of 
lifestyle and socioeconomic status 
(see Side Box 3.2).

3.2.2 Study setting and 
restrictions

A careful decision regarding study 
setting can help to minimize con- 
founding, for example by finding 
populations that lack an association 
between a confounder and the expo-
sure of concern. For instance, a large 
cohort of Seventh-Day Adventists 
offers a setting with little or no 
confounding by alcohol consumption 
or smoking, because these behav-
iours are largely absent in that popu-
lation (Butler et al., 2008). Similarly, 
restriction of the study population 

(e.g. by sex, geography) can help to 
control for confounding. Sometimes 
restriction on a confounder can 
provide control over factors that would 
otherwise be difficult to measure 
and control for in an analysis. For 
example, restriction to a single conti-
nental population, such as Europeans 
(Auton et al., 2015), to minimize 
population stratification (confounding 
by ancestry) is common in genome-
wide association studies (although 
many contemporary genome-wide 
analyses also adjust for finer popula-
tion structure). As another example, 
occupational cohort studies are often 
conducted in a setting in which the 
workers involved share similarities in 
terms of education, income, access 
to medical care, geography, and life-
style factors (e.g. diet). Consequently, 
in occupational studies with internal 
comparisons, such factors are usually 
of less concern as confounders than 
they are in environmental studies, 
because these lifestyle factors should 
have limited associations with occu-
pational exposure.

However, inappropriate restriction 
can lead to bias (e.g. if restriction is 
on an intermediate or mediating vari-
able or collider; see Chapters 2 and 
5). Moreover, restriction necessarily 
affects the generalizability of results 
(and reduces sample size), so it 
should be carefully assessed.

3.2.3 Covariates that were  
(and were not) adjusted for  
in a published analysis

A standard approach to addressing 
the problem of confounding is to 
measure important factors that may 
differ between exposure groups and 
adjust for them in the analysis. Here, 
the focus is on analyses where the 

aim is to control for confounding by 
adjustment for measured variables 
(e.g. adjusting for the variable in a 
regression model for the outcome).

It is important to consider both the 
confounder–outcome association 
and the confounder–exposure asso-
ciation. Those involved in an expert 
review, such as an IARC Monographs 
evaluation, will often come to a 
consensus on the important potential 
confounders of an association under 
evaluation. One source of information 
about such potential confounders is 
the study publications under review; 
authors often provide useful guid-
ance in their publications about 
measured and unmeasured poten-
tial confounders, as well as omitted 
potential confounders. However, re- 
gardless of the authors’ description 
of important potential confounders, 
reviewers may have a different view. 
Authors often describe their approach 
to the final selection of their covariate 
adjustment set; again, regardless of 
how the adjustment variables were 
selected in a given publication, the 
reviewers’ responsibility at this stage 
is to assess whether the important 
potential confounders have been 
sufficiently controlled for.

Reviewers may wish to start by 
considering the confounder–outcome  
association, focusing on those factors 
that are established causes of the 
cancer outcome under study. Useful 
sources of such information are the 
IARC Monographs and the IARC list 
of classifications of agents for which 
there is sufficient and limited evidence  
of carcinogenicity in humans by can- 
cer site; similarly, the IARC Hand- 
books of Cancer Prevention can 
provide information on potential 
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Side Box 3.2. Some approaches to control for confounding

Matching in the design of a study can sometimes allow for control for factors that would otherwise be difficult to 
adjust for efficiently in the analysis (e.g. in the absence of a matched design, because of sparse data). 

Matching may be used in cohort or case–control studies. In a matched cohort study, an investigator might 
enumerate an unexposed group of study participants who match the exposed study participants in terms of some 
characteristics (such as age and sex) that are of concern as potential confounders; a comparison of the occurrence 
of cancer between the exposed and unexposed groups will not be confounded by those factors that were matched 
on in the design. Matching is often used in case–control studies of cancer outcomes, with the aim of improving 
efficiency in a case–control analysis when it would otherwise be necessary to adjust for a matching factor, such 
as attained age. Similarly, in a population-based case–control study of a rare cancer, neighbourhood matching 
of case and control participants may allow for adjustment for characteristics that are shared by neighbours, such 
as socioeconomic, diet, or lifestyle factors, but that may be difficult to adjust for in the analysis in the absence of 
such matching, because of sparse data or difficulty in obtaining sufficient or accurate data to control for such hard-
to-quantify variables. In certain settings, self-matching can be used (e.g. the case–control status is determined 
by the location of the tumour in relation to the exposure within the body, as in Example 3.1). However, as noted 
in Chapter 2, an important difference from matching in cohort studies is that case–control matching is a form of 
selection bias that distorts associations and trends (Mansournia et al., 2018). To control this bias, the analysis 
must include adjustment for the matching variables in a form at least as detailed as the form used for matching; 
this means, for example, that if age matching is done in 5-year categories, then the adjustment must use age as a 
categorical variable with categories at least as narrow as 5 years.

 Example 3.1. Self-matching to control for confounding

A case-only study (Maclure, 1998) was conducted of mobile phone use and glioma (Larjavaara et al., 2011). 
The location of the actual tumour site (i.e. the case site) was compared with a control site, defined as the 
mirror image site obtained across the midpoint of the axial and coronal planes of the patient’s brain (i.e. 
within the same person). The control sites were effectively matched to the case sites on each pair being 
within the same patient’s brain. The case and control sites were then compared with respect to estimated 
mobile phone exposure, to determine whether the phone was used on the side of the brain where the tumour 
occurred. In this design, participants with cancer each served as their own control; therefore, confounding 
by personal characteristics (such as age, sex, income, or diet) was judged to be unlikely in these analyses.



70

confounders that are cancer-pre-
ventive factors (see Section 6.3.1 
for more examples). For a study of 
a given cancer outcome, a reviewer 
can readily refer to such lists of known 
or suspected causes of that cancer 
to inform consideration of potential 
confounders. Note that because 
confounder–outcome associations 
are rarely homogeneous from one 
cancer site to another, the list of 
potential confounders of concern will 
also vary by cancer site. As noted in 
Chapter 1, the evaluation of human 
evidence regarding carcinogenicity 
is also specific to each cancer site; 
therefore, concern about a potential 
confounding factor (e.g. smoking) 
might be reasonably excluded for 

certain cancer types (e.g. melanoma) 
but not others (e.g. lung cancer).

In addition to the confounder–
outcome association, it is also nec- 
essary to consider the confounder–
exposure association. An important 
consideration is whether potential 
confounders precede the exposure 
of interest. Therefore, reviewers may 
often rely on information on the distri-
bution and determinants of exposure. 
A reviewer may encounter situations 
in which adjustment was made for a 
covariate that was measured after 
the exposure of interest occurred. In 
such situations, careful consideration 
should be given to whether exposure 
influenced that covariate; however, 
there are settings for which an investi-
gator may reasonably assume that the 

measured value of such a covariate 
is a good approximation of its pre-ex-
posure value and is unaffected by the 
exposure of interest (e.g. educational 
attainment, assessed after exposure, 
in a study of the effect of an expo-
sure in a population of middle-aged 
adult patients). The factors that influ-
ence exposure to an agent may vary 
over time and between populations 
and may depend on economic and 
social factors, laws and regulations, 
and social and behavioural factors. 
Consequently, in assessment of con- 
founding, information should be ob- 
tained and used on how the associa-
tion of a potential confounding factor 
with the exposure and the disease 
may vary across different study 
populations.

Side Box 3.2. Some approaches to control for confounding (continued)

Other approaches to study design that are sometimes used in cancer research to address potential confounding 
involve leveraging situations in which exposure was determined by factors beyond the control of the investigator 
but that arguably mimic random exposure assignment. Such studies are sometimes called natural experiments or 
quasi-experimental designs, as explained in Example 3.2. 

In a natural experiment, the assignment mechanism is a form of instrumental variable (IV), because it influences 
exposure but only influences the outcome through its effect on the exposure. Quasi-experimental designs have 
been used in evaluations of interventions on tobacco, air pollutants, and petrochemical exposures. One version of IV 
analysis that is sometimes encountered in epidemiological studies of cancer outcomes is Mendelian randomization, 
in which the IV is the random inheritance of genetic variants that are known to predict exposure, under the classic 
assumption that genetic factors are inherited independently of each other (note that this assumption may not 
hold for genetic variants that are located near one another on the same chromosome). Genetic variants are 
usually not subject to confounding by lifestyle and environmental factors (Smith and Ebrahim, 2003). In Mendelian 
randomization analyses, populations are grouped according to the presence of genetic variants (alleles) that are 
associated with the exposure of interest. Comparison of cancer risk between genetic groups that are associated 
with the exposure can provide an unconfounded estimate of the effect of the exposure on cancer (Yarmolinsky 
et al., 2018). (text continues on page 68)

 Example 3.2. An example of a natural experiment to control for confounding: a military conscription lottery

A situation that has been used in a natural experiment is a military conscription lottery (where one compares 
those drafted with those not drafted for cancer outcomes, such as in studies that have examined effects of 
service in the Viet Nam era on cancer occurrence).
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A reviewer of a published article 
will consider whether any important 
potential confounders were not ac- 
counted for (e.g. not controlling for 
smoking in a study of a given exposure 
in relation to lung cancer). However, 
the fact that a variable that a reviewer 
posited as a potential confounder 
was not adjusted for in a published 
study does not necessarily mean 
that it was a strong confounder (or 
even a confounder at all). Often the 
authors of a publication will describe 
the rationale for exclusion of a vari-
able from the adjustment set and 
may report results that were obtained 
with different sets of adjustments for 
covariates. As shown in Example 3.3, 
a factor could be an established cause 
of cancer but might not confound the 
association of interest in the popula-
tion under study.

Another consideration in a review 
of a published article is whether any 
of the variables adjusted for in the 
published analysis were not poten-
tial confounders but rather could 
induce or exacerbate confounding 
through inappropriate control. The 
term overadjustment is sometimes 

used to refer to bias induced by 
adjustment for intermediate variables 
or variables downstream from expo-
sure – to use the language described 
in Chapter 2, to disrupt a chain from 
exposure to outcome. Adjusting 
for a variable that is on the causal 
pathway is an example of overad-
justment (Schisterman et al., 2009). 
Overadjustment can also sometimes 
refer to a different problem: the bias 
(or loss of precision) that can occur in 
an analysis that controls for a strong 
predictor of exposure that is not asso-
ciated with the outcome. In some 
settings, adjustment for a strong 
predictor of the outcome that is not 
associated with exposure also can 
induce a form of overadjustment bias, 
because such adjustment may push 
an estimate of the log odds ratio away 
from the null (Greenland et al., 2016). 
To help fully understand and discuss 
potential confounders, a diagram, 
such as a DAG, showing presumed 
causal relations among variables 
(and their measurements) can repre-
sent the assumed underlying causal 
associations and any confounding 

pathways implied (see Chapter 2), as 
shown in Example 3.4.

3.2.4 How confounders were 
measured and modelled

Consideration of how the confounders 
included in an adjustment set were 
measured and modelled is impor-
tant because it relates to concerns 
about residual confounding by the 
factor after adjustment. Imperfect 
measurement of a confounding vari-
able will usually lead to incomplete 
control of confounding (i.e. residual 
confounding) that is proportional to 
the amount of confounding originally 
present (Greenland, 1980; Greenland 
and Robins, 1985; Savitz and Barón, 
1989; Ogburn and VanderWeele, 
2012). For example, smoking may be 
imperfectly controlled in an analysis 
that classifies whether a person has 
ever smoked but does not account 
for whether the person is a current 
smoker or a former smoker or for the 
amount and duration of smoking. If 
the amount of original confounding 
was substantial, then – regardless of 
the fraction that was controlled – the 
amount that was not controlled may 
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 Example 3.3. Adjustment for body mass index in studies on red meat consumption and colorectal cancer

In a meta-analysis (IARC, 2018), it was noted that many studies did not adjust for body mass index (BMI) because 
estimates of the association between red meat consumption and colorectal cancer (CRC) did not change after 
adjustment for BMI, although it is considered a potential confounder in the literature (Chan et al., 2011). Some may 
consider BMI to be a mediator on the pathway between red meat consumption and CRC (e.g. Example 2.1a), but in 
much of the literature BMI is considered to be a confounder that can affect both red meat consumption (those with 
higher BMI are likely to eat more red meat) and risk of colorectal cancer. For the Working Group’s deliberations 
regarding the association between red meat consumption and colon cancer, the observation that inclusion of BMI 
in a regression model does not change the estimate of the association between red meat consumption and colon 
cancer suggests that BMI is neither an important mediator nor a confounder. (text continues above)
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still be important in absolute terms. 
Conversely, if a covariate is a weak 
confounder, residual confounding will 
have only a minor influence on the 
estimate of association. For example, 
smoking might be imperfectly con- 
trolled through next-of-kin reporting 
about whether a patient with breast 
cancer had ever smoked, but the 
residual confounding might be minor, 
given the weak smoking–breast can- 
cer associations. Theoretically, in the 
extreme case of a very poorly mea- 
sured confounder that suffers from 
systematic misclassification, adjust-
ment for such an error-prone vari-
able can make confounding worse 
(Ogburn and VanderWeele, 2012); 
however, such a scenario is typically 
implausible, and in most applications 

adjustment for an error-prone mea- 
sure of a confounder will not make 
confounding worse (Greenland, 
2012).

Importantly, some types of con- 
founding are more difficult to control 
for than others. For example, specific 
exposures, such as tobacco smoking, 
lend themselves to careful measure-
ment, whereas other factors that might 
confound an association of interest, 
such as socioeconomic conditions or 
health behavioural factors that influ-
ence exposure and cancer detec-
tion, are often almost impossible to 
measure well and fully control for in 
an analysis. If there are major differ-
ences at the outset (e.g. in a between-
country comparison of breast cancer 
incidence rates), an investigator may 

have adjusted for a large set of covar-
iates, yet the reviewers may remain 
sceptical that important confounding 
factors were adequately controlled. 
Another example of confounding 
that may be difficult to control arises 
in occupational studies when co-ex-
posure occurs in the workplace to 
multiple correlated agents that could 
be carcinogenic (see Example 3.5).

(a) Time-varying confounders 
and time-varying confounders 
affected by prior exposure

So far, the discussion has been 
limited to confounding at one point 
in time, implying that study authors 
are interested in estimating the effect 
of an exposure that occurred at one 
time point on cancer. Many cohort 
studies involve the analysis of data 

 Example 3.4. Overadjustment as a concern in studies on shift work and cancer

In the IARC Monographs evaluation of the literature on night shift work in relation to breast cancer, the reviewers 
considered confounding and adjustment for other covariates (IARC, 2020). These considerations were particularly 
important because day workers are usually taken as the reference group and there may be many important 
differences between day workers and night workers with respect to risk factors for breast cancer. The Working 
Group consulted the literature to determine the degree to which lifestyle factors of day workers and night workers 
differ, to help in deciding whether a particular covariate was a potential confounder. For example, the reviewers 
noted that reproductive factors (parity, age at first birth, and menopause) are considered risk factors for breast 
cancer. They then cited studies that found differences between day workers and night workers with regard to 
reproductive factors; however, they noted that these associations were not strong. One could conclude that 
reproductive factors are potential confounders for the association between night shift work and breast cancer, but 
they are not likely to be strong confounders. Thus, a study that did not include reproductive factors may not suffer 
from much confounding bias. The reviewers also cited references indicating that several risk factors for breast 
cancer may be affected by night shift work, including disrupted sleep, physical activity, eating behaviours, and 
consumption of alcohol. Note that the total effect of night shift work on breast cancer includes the effect mediated 
by other factors. For example, perhaps night shift work increases the risk of breast cancer because people who 
work at night experience work-induced changes to exercise and diet that, in turn, lead to breast cancer. This does 
not imply that one would need to adjust for diet or exercise to obtain an unbiased result. In fact, the opposite is true: 
to obtain an unbiased result for the total effect of night work on breast cancer, one should not disrupt the causal 
chain by adjusting for behavioural factors that are affected by night work. (text continues on page 71)
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on exposure at multiple different time 
points, and authors are frequently 
interested in the effect of lifetime or 
cumulative exposure (or possibly a 
lagged metric of cumulative expo-
sure) on cancer. When exposures 
vary over time, so can confounding 
in an analysis that allows for time-de-
pendent exposures. In the most 
straightforward scenario, a predictor 
of the outcome might also predict 
exposure at each time point. For 
example, in studies of occupational 
exposure on cancer, age could be 
a time-dependent confounder. In 
this situation, time-varying con- 
founders can usually be treated in 
a standard manner; for example, in 
a regression model, a term for the 
confounder might be included at each 
time point.

However, some time-varying con- 
founders can be affected by prior ex- 
posure. Reviewers of papers can eval-
uate the plausibility of confounders at 
a given point in time being influenced 
by prior exposure. Consideration of 
whether time-varying confounders are 
affected by prior exposure is impor-
tant because in such situations stan- 

dard outcome modelling of the asso-
ciations is not guaranteed to yield 
unbiased results, as shown in 
Example 3.6 (Cook et al., 2002; Her- 
nán and Robins, 2023).

3.3 Tools for assessing bias 
due to confounding

Control for confounding is rarely, 
if ever, sufficient to remove bias 
entirely. Rather, control is a matter 
of degree and often warrants a 
critical assessment of whether the 
control achieved in a published 
paper may be adequate to make a 
reasonable judgement regarding the 
effect of the exposure on cancer. 
After having reviewed the control for 
confounding in a study, a reviewer 
might suspect that the published 
analysis suffers from substantial con- 
founding by uncontrolled covariates 
or suffers from residual confounding 
due to inadequately controlled covar-
iates (e.g. confounders that were 
poorly measured, inadequately mod- 
elled, or poorly specified).

Given concern about possible 
confounding of an exposure–cancer 

association that was reported in an 
individual study, the next step is to 
assess the direction and magnitude 
of the confounding bias. This can help 
to understand the impact of uncon-
trolled confounding on the evidence 
under review.

Various approaches (tools for 
assessing confounding, numbered 
C-# below) are available to inform 
evaluations of confounding by un- 
measured variables of an observed 
association between cancer and 
exposure to an agent under evalua-
tion in an IARC review. Investigators 
should consider the following, which 
will be developed further in subse-
quent subsections (Fig. 3.2):

• Tool C-1: DAGs and signed DAGs 
(i.e. causal relations between 
variables based on substantive 
knowledge);

• Tool C-2: negative control out- 
comes (or exposures) and 
proxies (evidence of confounding 
within a study);

• Tool C-3: triangulation (evidence 
of confounding between studies 
that differ meaningfully); and
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 Example 3.5. Examining confounding by co-exposures in the workplace

In the IARC Monographs evaluation of the literature on night shift work in relation to breast cancer, the reviewers 
considered the association between occupational circadian rhythm disruption and breast cancer incidence among 
female flight attendants (IARC, 2020). Metrics of circadian rhythm disruption included employment duration, hours 
flying in the standard sleep interval, and number of time zones crossed. A potential confounder of concern was 
occupational exposure to cosmic radiation, which was highly correlated with employment duration. In the context 
of the IARC review, the concern was primarily with respect to positive confounding of the association between 
circadian rhythm disruption and breast cancer incidence; given the lack of observed association between circadian 
rhythm disruption and breast cancer incidence among female flight attendants (Pinkerton et al., 2016), the concern 
was not substantiated. However, in many situations when the primary exposure of interest is highly correlated with 
a potential confounder, reviewers may express concern about the ability to estimate the effect of the exposure of 
interest with adequate control for the confounding factor. (text continues on page 72)
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 Example 3.6. Healthy worker survivor bias

In occupational studies of carcinogens, a common concern is a form of confounding that is often referred to as 
healthy worker survivor bias, whereby workers who are less susceptible to the health effects of the exposure 
survive longer in the workplace and therefore may accrue more cumulative exposure. In this instance, leaving 
work is a time-varying confounder that is affected by prior exposure because (i) leaving work may predict cancer 
diagnosis (e.g. if a person left work for cancer-related reasons), (ii) leaving work will affect accrual of occupational 
exposure, and (iii) prior exposure to hazardous material may affect a worker’s current employment status. Such 
a bias may occur if people who work nights quit when they cannot tolerate the lifestyle anymore. If years of night 
work have already taken a health toll on the worker in ways that are on the pathway to cancer, there may be 
time-varying confounding affected by prior exposure. Including time-varying explanatory variables in an outcome 
regression model for factors such as whether individuals are currently employed or the duration of each person’s 
employment will not remove the bias. Special methods, known collectively as g-methods (generalized methods), 
are needed to address this issue and produce unbiased estimates (Robins, 1986; Hernán and Robins, 2006, 2023; 
Buckley et al., 2015). These g-methods enable researchers to model long-term exposure in a different way from 
ordinary outcome regression modelling. For example, rather than estimating risk from cumulative exposure over 
many years, g-computation, one type of g-method, estimates the risk of cancer from exposure in each year and 
then sums up the risks of cancer over time. This approach allows the researcher to adjust only for confounders 
that precede exposure in each year, thus addressing the bias from the healthy worker survivor effect. Unless 
g-methods are used, estimates of occupational exposure–cancer associations from studies that are affected by 
healthy worker survivor bias will typically be attenuated (i.e. biased downwards). (text continues on page 73)

Fig. 3.2. Tools to consider when evaluating the impact of probable confounding. Each of the approaches proposed 
requires substantive expertise, which may include expert judgement, information derived from internal substudies,  
or findings from external studies.
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• Tool C-4: quantitative bias anal- 
yses.

For simplicity, the focus in this 
chapter is on assessment of the 
impact of a single primary confounder 
of concern. Often, for clarity in 
a review, it is useful to focus on 
assessment of the impact of one key 
potential confounder of concern at 
a time. Section 6.4 discusses some 
approaches for multiple-bias analysis, 
where more than one confounder (or 
other source of bias) is of concern.

Most of the approaches described 
here are premised on the ability to 
explicitly name a factor of concern 
as a confounder. This requires hy- 
pothesizing why that factor is asso-
ciated with both the exposure and 
the outcome. Like substantive 
hypotheses, hypotheses about why 
a confounding factor is associated 
with exposure, and with disease, 
should be specific, should describe 
substantively important associations, 
and should make quantitative predic-
tions of the confounding effect (Hertz-
Picciotto, 2000). Given well-specified 
hypotheses about confounding of 
observed associations, a reviewer 
may be able to assess the degree to 
which results from observed data are 
likely to be substantially affected by the 
hypothesized confounding. A review 
is strengthened by explaining which 
factors were considered as potential 
confounders and why, as well as their 
likely effects (see Example 3.7).

For known confounders that have 
not been measured, it may be feasible 
to perform a bias analysis to suggest 
the possible effect of the unmeasured 
confounder. Of course, it might be the 
case that a reviewer does not wish to 
posit (or name) a specific confounder 
but rather wishes only to express a 
general concern that an observed 
association between exposure and 
disease might be confounded by 
a factor as yet unknown (at least to 
the investigator). A general concern 
about uncontrolled confounding 
might arise if a reviewer were to 
conclude that the important risk 
factors for a given cancer outcome 
have simply not yet been identified. In 
general, vague statements regarding 
entirely unknown confounders are 
less amenable to evaluation using 
most of the approaches described 
here. The less that is understood 
about disease etiology or exposure 
assignment, the greater the potential 
for unknown factors to be important 
confounders. The latter threat to 
validity can be minimized by focusing 
a hazard identification on a well-de-
fined exposure (e.g. benzene) rather 
than a vague exposure or contextual 
factors (e.g. green space) (Hernán, 
2016). Again, a Working Group’s 
discussion of the role of confounding 
when evaluating evidence regarding 
the carcinogenicity of an agent will 
be most informative when the con- 
founding factor is explicitly named, 

and when hypotheses regarding why 
that factor is associated with exposure 
and disease can be discussed and 
evaluated. Quantitative bias analysis 
can be used to assess whether the 
study results are sufficiently robust 
to render uncontrolled confounding 
unlikely (see Section 3.3.4).

3.3.1 Tool C-1: DAGs

As noted in Chapter 2, a simple DAG 
can serve as a starting point for the 
analysis of uncontrolled confounding. 
The drawing of a DAG requires sub- 
stantive knowledge about covariates 
and their causal relations to the expo-
sure and outcome of interest. Without 
such substantive knowledge, a DAG 
is largely speculative. Although a 
DAG is not an oracle that can provide 
infallible identification of confounding 
in a particular study, given substantive 
expertise (which often exists in expert 
Working Groups), it can be useful for 
reasoning about systematic bias and 
making the causal assumptions of 
Working Group members involved 
in an IARC Monographs evaluation 
explicit and clear.

A signed DAG (i.e. one in which 
the direction of the effect of a con- 
founder is specified) can aid Working 
Group members in assessing the 
probable direction of bias due to 
confounding (see Section 2.6). Also, 
DAGs can inform the assessment 
of time-varying confounders. For 
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Example 3.7. Relative importance of confounders

In its examination of the carcinogenicity of red meat (IARC, 2018), the Working Group specified which confounders 
were thought to be important (physical activity, BMI, caloric intake) and gave more weight to studies that controlled 
for these confounders (or that demonstrated that adjustment for the covariate of concern did not have meaningful 
impact on the estimate of interest). (text continues above)
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example, in an occupational cohort 
mortality study to investigate a sus- 
pected carcinogen, healthy worker 
survivor bias is a common concern. 
A signed DAG can help to judge 
whether this form of confounding 
is likely to be present; relevant 
considerations include the need for 
associations between (i) prior expo-
sure and employment status and 
(ii) employment status and mortality 
(Naimi et al., 2013). A DAG can help 
to answer these questions and guide 
a reviewer’s assessment of the likeli-
hood of such bias.

3.3.2 Tool C-2: negative control 
outcomes (or exposures) and 
proxies

Sometimes a reviewer is able to in- 
directly assess confounding by an 
unmeasured factor using evidence 
available from within the published 
study, based on approaches that 
involve negative controls and proxies. 
These methods all share similar 
assumed causal structures between 
variables (Fig. 3.3). However, as 
discussed next (Sections 3.3.2(a) to 
3.3.2(c)), Working Group members 
may find useful conceptual distinc-
tions between negative control out- 
comes, negative control exposures, 
and proxies for an unmeasured con- 
founder.

(a) Negative control outcomes

Suppose that a reviewer is concerned 
about potential confounding in a co- 
hort study of the association be- 
tween a suspected carcinogen and 
a site-specific cancer, but that the 
potential confounder was unmea- 
sured in the study under review. A 
negative control outcome approach 
proceeds by examining the associa-
tion between the suspected carcin-
ogen and another outcome that 
(i) is caused by the hypothesized 
confounding factor and (ii) is not 
caused by the suspected carcinogen 
of interest.

Fig. 3.3 illustrates the causal as- 
sociations described: E denotes the 
exposure of interest, D the outcome, 
U the unmeasured confounder, and 
N the negative control outcome. Note 
that U has a causal effect on N but E 
does not.

Under these conditions, an ob- 
served association between E and N 
would be entirely due to confounding 
by U. Therefore, the absence of an 
association between E and N would 
argue against the hypothesis that the 
E–D association is confounded by U 
(Example 3.8).

This approach is well suited to the 
evaluation of cohort studies where 
information on many outcomes 
(e.g. cause-specific mortality) has 
been collected; this may enable 

an investigator to examine not only 
the association between the expo-
sure of interest and the outcome of 
primary interest but also the associ-
ation between that exposure and an 
outcome that a reviewer posits as 
a useful negative control outcome. 
Absence of evidence of an associ-
ation between E and N would help 
to nullify claims of confounding 
by U. This can be thought of as an 
example of internal (i.e. within-study) 
triangulation of evidence, where the 
examination of associations between 
exposure and outcomes with different 
presumed causal structures can be 
compared to indirectly assess bias 
(Pearce et al., 1986).

Fig. 3.3. Diagram for analyses in- 
volving a negative control or proxy, N. 
E, exposure; D, outcome; U, con- 
founder.

Fig. 3.3

U

N

E D

 Example 3.8. Negative control outcomes

In an investigation of the effect of red meat consumption (E) on cancer (D), where tobacco smoking (U) 
is not measured but is considered a potential confounder, an investigator might posit emphysema as a valid 
negative control outcome (N). If that assumption were correct, the absence of an association between red meat 
consumption and emphysema would be evidence that tobacco is not a confounder of a red meat consumption–
cancer association. (text continues above)
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A related approach is some-
times used in the interpretation of 
standardized mortality ratio (SMR) 
analyses to, as it were, correct SMRs 
for bias. The SMR for an outcome 
that is presumed to be susceptible 
to the same confounding factors as 
the outcome of primary interest, but 
is presumed not to be strongly asso-
ciated with the exposures of interest, 
serves as a measure of the bias due 
to confounding. This approach has 
been used both qualitatively, to indi-
rectly assess confounding when inter-
preting cause-specific SMRs, and 
quantitatively, to derive an adjusted 
SMR for the outcome of interest 
(and associated confidence interval) 
by taking a ratio of the measures.

As shown in Example 3.9, expert 
groups can quantitatively evaluate 
uncontrolled confounding by calcu- 

lating an adjusted SMR using pub- 
lished results if appropriate negative 
control outcomes can be identified 
(Side Box 3.3) and are reported.

(b) Negative control exposures

Suppose that a reviewer is con- 
cerned about potential confounding of 
the association between a suspected 
carcinogen and a site-specific cancer, 
but that the potential confounder 
was unmeasured in the study under 
review. A negative control exposure 
approach proceeds by examining the 
association of the site-specific cancer 
outcome of interest with another expo-
sure variable that (i) is associated with 
the hypothesized confounding factor 
and (ii) is not a cause of the site-spe-
cific cancer outcome of interest.

Fig. 3.3 can also illustrate the 
causal associations required for a 
valid negative control exposure if N 
is now taken to denote the negative 
control exposure: N shares common 
cause U with E, but N does not cause D.

Under these conditions, an ob- 
served association between N and D, 
adjusted for E (or within a stratum of E), 
would be entirely due to confounding 
by U, whereas the absence of such an 
association between N and D would be 
evidence against confounding of the 
E–D association by U (Example 3.10 
and Side Box 3.4).

(c) Proxies for a confounder

Proxies are indirect measures of un- 
available variables of interest; this 
chapter focuses on proxies that are 
used as surrogates for potential 
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Example 3.9. Indirect adjustment of SMRs to reduce healthy worker biases in aluminium smelting work

In a study of bladder cancer among workers in an aluminium smelting plant, confounding through healthy worker 
biases was a concern (McClure et al., 2020). The investigators quantitatively evaluated healthy worker effects 
through negative control outcomes and derived an adjusted SMR. They did this by selecting a group of diseases 
(e.g. non-malignant blood disorders, diabetes, psychological disorders) that satisfied the conditions of a negative 
control outcome because they were thought to be unaffected by smelting work exposure but would be affected by 
healthy worker effects in a fashion similar to bladder cancer. The unadjusted SMR for bladder cancer was 2.27, 
and the unadjusted SMR for the negative control group was 0.65. The adjusted SMR, derived by taking the ratio 
of the two SMRs, was 3.47; this indicated that the confounding from healthy worker effects downwardly biased the 
SMR for bladder cancer. (text continues above)

Side Box 3.3. Information needed to facilitate use of negative control outcomes to evaluate confounding

Several elements are required to use negative control outcomes to evaluate confounding. The first requirement 
is for a suitable negative control outcome, i.e. an outcome that is related to the confounder but is not caused 
by exposure to the agent under evaluation. Notably, the negative control outcome may be identified by the 
expert reviewer but not by the original researchers. Required results include the association between the agent 
of interest and the negative control outcome, as well as the primary association between the agent and the 
outcome of interest. (text continues above)
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confounders. Here, a proxy is taken 
to be a variable associated with an 
uncontrolled confounder U that would 
be irrelevant for confounding adjust-
ment had U been measured and 
controlled for (Example 3.11).

A valid proxy for a confounding 
variable should (i) be associated 
with the hypothesized confounding 
factor U after controlling for expo-
sure and (ii) not be associated with 
the outcome of interest except via U. 
Fig. 3.3 illustrates an example of 
causal associations required for a 
valid proxy, where N is now the proxy 
for U (Lipsitch et al., 2010).

Sometimes results are reported 
with stratification or restriction on 
a proxy variable in the form of 
subgroup analyses, in which strata 
were defined by a measured proxy 
variable. In other situations, results 
are reported with regression model 

adjustment for a proxy variable 
(sometimes results are reported with 
and without adjustment for a covariate 
that is a proxy for the confounder).

Example 3.12 illustrates the point 
that an analysis restricted to one level 
of a valid proxy variable (e.g. in which 
there is presumed to be little variation 
in the confounder U) might be viewed 
as less susceptible to confounding 
by U. However, as noted previously 
regarding residual confounding, the 
degree to which the proxy variable is 
a good surrogate for the unmeasured 
confounder will affect the degree by 
which confounding by U is minimized 
(Ogburn and VanderWeele, 2012; 
Ogburn et al., 2021). Moreover, the 
degree of residual bias that remains 
is typically proportional to the amount 
of confounding originally present 
(Greenland and Robins, 1985; Savitz 
and Barón, 1989).

3.3.3 Tool C-3: triangulation 
across studies

As described in Chapter 1, an IARC 
Monographs evaluation of an agent 
typically involves comparing findings 
across studies; this permits consid-
eration of results across a set of 
studies that may differ in control for 
a confounder of concern within the 
wider context of the strengths and 
limitations of the available studies. 
The term triangulation is used to 
describe a variety of approaches 
in which analysts use different 
types of evidence from different 
study designs or types that have 
different identifying conditions; these 
approaches leverage variation be- 
tween studies, focusing on settings 
in which biases vary across study 
types. Triangulation involves com- 
paring results for a common effect 
from two or more studies that are 

Example 3.10. Negative control exposures

In studies that assess exposure information by questionnaire, investigators will often include questions about 
exposure to agents that are thought to be unrelated to the outcome of interest; these may serve as negative control 
exposures. (text continues on page 77)

Side Box 3.4. Information needed to facilitate use of negative control exposures to evaluate confounding

Several elements are required to use negative control exposures to evaluate confounding. The first requirement 
is for a suitable negative control exposure, i.e. an exposure that is related to the confounder but is not a cause 
of the disease outcome under evaluation. As with the negative control outcome, the negative control exposure 
may be identified by only the expert reviewers. Required results include the negative control exposure–disease 
association, adjusted for exposure 1 (or negative control exposure–disease association within a stratum of 
exposure 1) between the negative control exposure and the outcome of interest, adjusted for the exposure of 
interest (or the negative control exposure association with the disease of interest within a stratum of the main 
exposure of interest), as well as the primary association between the agent and the outcome of interest. (text 
continues on page 77)



Chapter 3. Confounding: a routine concern in the interpretation of epidemiological studies 79

thought to differ in susceptibility to 
confounding, or where the presumed 
confounder is thought to act in op- 
posing directions; deliberate use 
could be made of studies conducted 
in contexts with differing confounding 
structures (Lawlor et al., 2016). 
Triangulation between covariate-ad-
justed analyses and instrumental 
variable analyses (such as Mendelian 
randomization studies) can offer 
some insight into whether the covar-
iate-adjusted studies are likely to be 
confounded, because of the different 
identifying conditions required for 
covariate-adjusted analyses and 
Mendelian randomization studies 
(Example 3.13). Notably, there are 
also more advanced methods, such 

as multivariable Mendelian random-
ization, that adjust for known con- 
founders to test the independence 
assumption in the Mendelian random-
ization studies (Brookhart et al., 2010; 
Burgess and Thompson, 2015). For 
further discussion of the use of trian-
gulation in evidence synthesis, see 
Chapter 6.

Insight into possible bias can also 
be obtained by comparing results from 
two or more studies that are thought to 
differ in susceptibility to confounding. 
For example, a reviewer may raise 
a concern about a confounder that 
is uncontrolled in one or more 
studies (e.g. no control for smoking 
in studies among workers exposed 

to diesel fumes where lung cancer is 
the outcome) but observe that other 
studies of the same association 
reported similar results after adjust-
ment for smoking (e.g. Bhatia et al., 
1998). This offers another possible 
method to assess confounding; 
however, such simple comparisons 
across studies may not be valid. 
Rather, it would be surprising if the 
bias in one study applied perfectly to 
other studies (or even to other study 
samples drawn from the same source 
population). Confounding is seldom, if 
ever, the only bias of concern. When 
multiple biases are present, compar-
ison between studies becomes more 
difficult (see Section 6.3 for further 
discussion and examples).
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Example 3.11. Using a proxy variable to evaluate confounding in a cohort of Seventh Day Adventist adherents

A Working Group can evaluate concern about confounding by smoking if the reported results include analyses 
restricted to one level of a variable that is a proxy for smoking (the unmeasured potential confounder). An example 
is the study of chronic disease in the Adventist Health Study cohort, in which recruitment is restricted to a religious 
group who mostly do not smoke, to serve as a proxy for not smoking (Butler et al., 2008). (text continues on page 
78)

Example 3.12. Restriction to one level of a proxy variable to examine residual confounding

Sheikh et al. (2020) examined the association between opium use (E) and oesophageal cancer (D) in the Islamic 
Republic of Iran; the Working Group discussed concerns about potential residual confounding by tobacco use 
(U). Sex was a measured variable in the study; it is presumed to be associated with tobacco smoking, because 
tobacco use is very rare among women in this population. A Working Group could consider sex as a proxy variable 
to indirectly assess residual confounding of the association between opium use and oesophageal cancer by 
smoking. In an analysis restricted to women, a positive association between opium use and oesophageal cancer 
was observed, and the association observed among women was similar in magnitude to that observed among 
men. Results conditioned on sex, if sex is considered a valid proxy for smoking, should be less susceptible to 
confounding by smoking. In this example, results suggested that the (sex- and smoking-adjusted) association 
between opium use and oesophageal cancer was unlikely to be substantially biased by residual confounding by 
tobacco smoking. (text continues on page 78)
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3.3.4 Tool C-4: bias adjustment

Investigators may be concerned 
about confounding by an unmea- 
sured variable (the total or residual 
confounding) or the confounding 
produced by specific unmeasured 
variables. In the latter case, sup- 
pose that a reviewer has drawn a 
simple signed DAG for posited con- 
founder–exposure and confounder–
disease associations, implying poten-
tial bias in the study under review.

It is then necessary to assess how 
large this bias is likely to be, relative 
to the observed exposure–disease 
association. In assessing the poten-
tial impact of an unmeasured or 
incompletely adjusted confounder, 
reviewers may be able to estimate 
the size of the bias induced and 
decide whether it is indeed relevant. 
A variety of methods are available 
to quantitatively assess confounding 
under specified scenarios (or to iden-
tify bounds on bias due to an unmea- 
sured confounder). Not all proposed 
methods are reviewed here; only a 
few approaches that are well suited 
to the IARC Monographs process are 
highlighted. Although subject matter 
knowledge is necessary, it need not 
be certain or complete; a range of 

values can be examined to assess 
plausible scenarios.

In the following subsections, 
many of the quantitative bias ana- 
lyses are framed to guide judgement 
regarding whether a published esti-
mate of association could plausibly be 
attributed entirely to an unmeasured 
confounder. As noted in Chapter 1, this 
reflects one of the primary questions 
posed to experts involved in an IARC 
Monographs review: can confounding 
reasonably be ruled out as an expla-
nation for all of an observed expo-
sure–cancer association? Simple 
expressions (and spreadsheet calcu-
lators) are also provided to facilitate 
the assessment of a range of bias. 
The focus throughout is on a single 
unmeasured confounder of primary 
concern; in Chapter 6, methods are 
extended to address multiple-bias 
analysis.

(a) Bounding

Concern about potential unmeasured 
confounders is often focused first on 
established cancer risk factors that 
have a strong independent associa- 
tion with the cancer of interest. This is 
because the understanding of strong 
risk factors for cancer outcomes is 

often better than that of the deter-
minants of exposure. For simplicity, 
let us focus on settings where the 
hypothesized confounder increases 
the risk of cancer (i.e. RRU-D ≥ 1), 
where RRU-D denotes the magnitude of 
the confounder–outcome relative risk 
(this magnitude is typically estimated 
from prior information; Fig. 3.4).

If RRU-D is less than RRobs, the 
reported relative risk between 
the exposure and the outcome 
in the study under review, then 
confounding by U cannot entirely 
explain an observed association.

Key message

Example 3.13. Evidence triangulation to evaluate confounding

The IARC Monographs Volume 124 on night shift work found limited evidence that night shift work causes cancer 
in humans, with convincing evidence that it disrupts circadian rhythms (IARC, 2020). In that review, an example 
of triangulation between covariate-adjusted analyses and an instrumental variable analysis was discussed. A 
multivariable regression analysis demonstrated that, when examining chronotype (morning or evening preference) 
as a measure of circadian rhythm, morning preference was inversely associated with breast cancer incidence 
among participants in the UK Biobank study. The investigators identified genetic variants related to chronotype and 
undertook a Mendelian randomization study of chronotype and breast cancer incidence; they found a protective effect 
of morning preference on breast cancer risk (Richmond et al., 2019). This lends indirect support to the hypothesis that 
shift work is related to cancer risk because it disrupts this biological pathway. (text continues on page 79)

Fig. 3.4. Diagram for analyses in- 
volving bounding and correction for 
the effect of a confounder.

Fig. 3.4

U

RRU-E

E D

RRU-D

RRobs
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As shown in Example 3.14, if we 
know just the magnitude of the con- 
founder–outcome association, RRU-D, 
then, given a reported association, 

RRobs, it is possible to identify bounds 
(under a worst-case scenario, in which 
all the exposed have the confounder 
but none of the unexposed has the 
confounder) on the association of 
interest after adjustment for U 
(Flanders and Khoury, 1990):

Alternatively, if the magnitude of 
the confounder–exposure relative 
risk (RRU-E) is less than RRobs, then 
confounding by U cannot entirely 
explain an observed association. 
In other words, for confounding to 
entirely explain the observed asso-
ciation, both of the underlying asso-

ciations (RRU-E and RRU-D), not just 
one of them, must be larger than 
the published relative risk estimate, 
RRobs (Cornfield et al., 1959). More 
informative bounds can be obtained 
using these two pieces of informa-
tion (RRU-E and RRU-D) (Flanders and 
Khoury, 1990; VanderWeele and 
Ding, 2017).

(b) Bias adjustment

As shown in Example 3.15, a simple 
bias-adjusted (Bross, 1966; Axelson, 
1978; Schlesselman, 1978) estimate 
of the association can be derived, 
based on posited values for the 
strength of the confounder–outcome 
(RRU-D) association and the preva-
lence of the confounder among the 
unexposed  (p0 = Pr[U = 1 | E = 0]) and 
the exposed (p1 = Pr[U = 1 | E = 1]): 
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× 2.0 = 1.5

RRobs × (1/RRU-D) = lower bound (3.1)

RRobs × 1 = upper bound (3.2)

Either unique values for p0 and p1 
can be posited, along with the con- 
founder–disease association (RRU-D), 
or a range of plausible values for 
each can be posited and a distri-
bution developed of the probable 
effects of bias due to an unmea-
sured confounder, using either Monte 
Carlo simulations or Bayesian priors 

(Steenland and Greenland, 2004). If 
the prevalences of the confounder 
among the unexposed and the 
exposed are not known, a Working 
Group member might take the latter 
approach to investigate what preva-
lence of smoking would be needed to 
entirely explain the observed asso-
ciation, and then consider the plau-
sibility of such a pattern in the study 
population. Implementation of such 
calculations in a spreadsheet facili-
tates exploration (Fox et al., 2021).

(c) Unknown uncontrolled 
confounders and E-values

If a concern is expressed about an un- 
known confounder, a reviewer might  
undertake a quantitative bounding 
analysis, following the principles out- 
lined previously in Section 3.3.4(a). 
Such an evaluation could be consid-
ered when doubts remain about 
causality, despite the lack of an 
identified confounder. For example, 
if it is arbitrarily assumed that the 
magnitudes of the associations of 
the confounder with exposure and 
outcome are equal on a risk-ratio 
scale (i.e. RRU-E = RRU-D) then, for 
an observed positive exposure–
outcome association to be entirely 
due to a confounder U, RRU-E 

(3.3)

From these expressions, it follows 
that if the association between 
the confounder and outcome is 
small (i.e. RRU-D is close to 1) 
then the amount of uncontrolled 
bias from this confounder is also 
likely to be small.

Key message

RRobs × (1/RRU-D) = lower bound (3.1)
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Example 3.14. Use of bounding to examine confounding scenarios

Suppose that, in a study under review, it was reported that the observed association between opium use and 
laryngeal cancer (unadjusted for tobacco use) was RRobs = 2.0. Suppose that confounding by tobacco smoking is 
of concern but had not been assessed in the study. On the basis of prior literature (Bakhshaee et al., 2017; Alizadeh 
et al., 2020), it can be hypothesized that the smoking–laryngeal cancer association in the study population was 
no larger than RRU-D = 5.5. In that situation, bounds on the smoking-adjusted association between opium use 
and laryngeal cancer are [0.36, 2.00]. With these assumptions, a reviewer could conclude that the observed 
association between opium use and laryngeal cancer could be due to confounding by smoking. (text continues 
below)
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and RRU-D must equal, or exceed, 

RRobs + sqrt[RRobs × (RRobs − 1)], a 

quantity that has been termed the 

E-value (VanderWeele and Ding, 

2017). Note that this value is derived 

using just the observed (potentially 

confounded) association between 

agent and outcome, RRobs, without 

specification of the confounder–

outcome or confounder–exposure 

association (other than assuming that 

they are equal). It also unrealistically 

assumes that the prevalence of the 

uncontrolled confounder among the 

exposed is 100% or, equivalently, 

that the prevalence of the exposure 

among those without the confounder 

is 0%, and hence can be mislead-

ingly small compared with what is 

needed for an actual confounder to 

fully explain the magnitude of RRobs 

(MacLehose et al., 2021), as shown 

in Example 3.16.

Bias analyses (Flanders and 

Khoury, 1990; Lash et al., 2009; 

Fox et al., 2021; MacLehose et al., 

2021) allow one to relax the assump-

tions used by the E-value that RRU-E 

equals RRU-D and that the prevalence 

of the confounder is 100% among the 

exposed. 

3.4 Summary

Confounding is typically of concern 
in observational studies. Expert 
reviewers can assess the impact of 
confounding on the observed expo-
sure–cancer association in several 
ways. Some study designs can mini-
mize confounding, for example by 
matching on probable confounders 
ahead of time. In other studies, the 
investigators will have measured 
potential confounders and controlled 
for them in the design or analysis. 

When there is concern about unknown confounders, a quantitative 
bounding analysis, as discussed previously in Section 3.3.4(a), can 
clarify what magnitudes of confounder–disease association, and what 
prevalences of confounder among exposed and unexposed, would be 
needed to entirely explain an observed exposure–disease association 
(see Side Box 3.5).

Key message

Example 3.15. Bias adjustment to evaluate confounding

Consider the possibility of unmeasured smoking as a potential confounder in a study of opium use and lung 
cancer. Suppose that the prevalence of smoking in the unexposed is 20%, the prevalence in the exposed is 30% 
(RRU-E = 1.5), smoking has a hypothesized RRU-D of 10, and the observed relative risk for opium and lung cancer 
is 2.0 (exposed versus unexposed). Let p0 be the proportion of smokers among the unexposed and p1 be the 
proportion of smokers among the exposed. The risk of lung cancer among those unexposed due solely to smoking 
will be a weighted average of the risks of lung cancer in non-smokers and smokers, i.e. RRU-D p0 + (1 − p0), and 
the risk of lung cancer among the exposed, due to smoking alone, is RRU-D p1 + (1 − p1). The relative risk of 
exposed versus unexposed, due to smoking alone, is [RRU-D p1 + (1 − p1)]/[RRU-D p0 + (1 − p0)], and we can adjust 
the observed relative risk due to opium by this factor to indirectly adjust for the estimated confounding by smoking 
(Flanders and Khoury, 1990). (text continues on page 81)
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For a simple bias adjustment, as given by this equation, one can correct the observed risk ratio for the potential 
confounding; if the observed risk ratio were 2.00, the adjusted risk ratio would be
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In both settings, reviewers will want 
to consider whether the confounder 
was well measured and controlled 
(i.e. whether residual confounding is 
likely to remain). Reviewers may also 
consider whether, based on the liter-
ature, there are likely to be important 
unmeasured confounders.

If potential confounders were 
not measured or were inadequately 

controlled in a study, then reviewers 
need to make informed judgements 
about the direction of residual con- 
founding and its probable magnitude, 
and, in particular, the extent to which 
residual confounding could explain 
the observed exposure–disease as- 
sociation. The reliability of such judge- 
ments will be greatly improved to 
the extent that they make use of 

background information about the 
relations of uncontrolled potential 
confounders to the exposure and dis- 
ease under study, and the results of 
other studies that did control for those 
potential confounders.
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Example 3.16. The E-value to evaluate confounding

The reported association between opium use and oesophageal cancer (unadjusted for some unknown confounder 
U) was RRobs = 2.0 (Example 3.15). Suppose that confounding by the unknown confounder U is suspected. The 
resultant E-value would take a value of 2 + sqrt[2 × (2 − 1)] = 3.4, meaning that if a reviewer posited that RRU-E and 
RRU-D were positive, equal, and both less than 3.4, it could be concluded that confounding by U could not entirely 
explain the observed positive exposure–disease association.

However, a reviewer might assume the confounder–opium use association, RRU-E, to be larger than 3.4. This 
illustrates one important caution concerning interpretation of the E-value: although it might be tempting to say that 
both associations need to be at least as large as the E-value, that is incorrect. In fact, RRU-D could be less than 
the E-value, while RRU-E could be substantially larger than the E-value, allowing for confounding to completely 
explain the association. Conversely, both RRU-D and RRU-E could be substantially larger than 3.4 and still not 
completely explain the association, for the simple reason that the unknown confounder U could have a prevalence 
substantially less than 100% among opium users. (text continues on page 82)

 Side Box 3.5. Information needed to facilitate use of bias assessment to evaluate confounding

For bounding approaches, the original (or associated) studies should report the value of the probable magnitude 
of association of the confounder with the outcome of interest in the population under study, and the association of 
the confounder with the exposure of interest.

For quantitative bias assessment, the original or associated studies should also report, more specifically, 
the prevalence of the confounder among those unexposed (p0) and exposed (p1) to the agent of interest. (text 
continues on page 82)
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4.1 Introduction

Nearly all epidemiological studies of 
carcinogenic hazards suffer to some 
degree from error due to the methods 
used to measure exposures and out- 
comes; this error is commonly referred 
to as measurement error or misclassi-
fication (described in this chapter; see 
also the Preface). Measurement error 
can occur both in studies that use 
continuous measures of exposure 
and in studies that use categorical 
measures. Any bias resulting from 
such error is generally referred to as 
information bias (Lash et al., 2021).

Exposure assessments based 
on questionnaires are often prone 
to several sources of measurement 
error. Of particular concern is the 
validity of exposure information from 
interviews of the next of kin rather than 
the study participants themselves. 

In occupational studies, exposure 
assessments are commonly based 
on the development of a job-expo-
sure matrix (JEM), which assigns 
exposures to individuals on the basis 
of their job, department, industry, or 
time period (or a combination of these) 
(Stewart et al., 1996). This often intro-
duces errors, because not everyone 
assigned to an exposure group is 
likely to have the same exposure.

Even in the rare instance that 
objective physical measurements are 
available to estimate individual expo-
sures, there is still a potential for expo-
sure measurement error due to the 
instrumentation used. For example, 
personal measurements of radiation 
exposure using radiation dosime-
ters have been used in numerous 
epidemiological studies. Exposure 
estimates used in these studies will 
be subject to measurement errors, 

which could vary with the different 
radiation dosimeters used over time 
(Daniels and Schubauer-Berigan, 
2005; Stayner et al., 2007; Thierry-
Chef et al., 2007, 2015).

Epidemiologists frequently use 
qualitative categories of potential 
exposure (e.g. high, medium, or low) 
when quantitative data on exposures 
are lacking, or to create catego-
ries from what is truly a continuous 
measure of exposure, using cut-points 
that may reflect the distribution of 
exposures in the study population 
(e.g. percentiles). Exposure misclas-
sification occurs when study partic-
ipants are incorrectly categorized 
with respect to their true exposure. 
Categorization can result in infor-
mation bias due to mismeasurement 
of the individual exposures. In other 
words, an individual may have been 
placed in a high exposure group 
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who should have been placed in a 
lower exposure group, or vice versa. 
Misclassification may also occur in 
circumstances where the exposure is 
naturally categorical. For example, in 
some studies participants are classi-
fied as having ever been exposed or 
never been exposed. If this categori-
zation is based on questionnaire data 
or inadequate work history informa-
tion, then exposure misclassification 
may occur.

Measurement error and misclas-
sification can be either differential 
or non-differential. Errors in expo-
sure measurement or classification 
are differential when they vary by 
disease status. For example, differen-
tial misclassification of exposure may 
occur in a case–control study that 
uses questionnaire data collected 
after the outcome was observed. 
Case participants may be more likely 
than control participants to recall past 
exposures, because case participants 
may be searching for an explanation 
for their disease. This could result in 
case participants recalling their expo-
sure more accurately than control 
participants, because they may have 
spent more time thinking about the 
possible causes of their disease. 
However, this could also mean that 
reporting of exposures by case 
participants is less accurate than that 
by control participants (e.g. if there is 
social stigma around the exposure 
and/or the outcome). This type of bias 
is called recall bias. Non-differential 
exposure measurement errors occur 
when the rate of misclassification 
is equal between participants in the 
case and control groups or, in other 
words, when the measurement error 
is independent of the disease status. 
For example, differential misclassifi-
cation of exposure would be unlikely 

in a prospective cohort study, in which 
exposures are measured before 
follow-up, when the investigators 
had no information on future disease 
status.

The potential for misclassification 
or mismeasurement of exposure 
is particularly applicable to cancer 
studies, because the etiologically 
relevant exposures for most carcino-
gens are, in general, longer than the 
preceding 5–10 years, for leukae-
mias (Finkelstein, 2000; Schubauer-
Berigan et al., 2007a, b), or the 
preceding 10–20 years, for solid 
tumours. Often, records of expo-
sure measurements during the early 
years of a study do not exist or can 
only be estimated with a large degree 
of uncertainty. In many situations, 
historical measurements of exposure 
have been collected for regulatory 
compliance purposes and may be 
focused on documenting that the 
highest exposures are below occu-
pational or environmental standards. 
Thus, historical measurements may 
not be representative of past expo-
sures, and this could lead to substan-
tial measurement error.

Misclassification of disease status 
can also be differential or non-dif-
ferential with respect to exposure 
status. Non-differential misclassifi-
cation occurs when there is overas-
certainment or underascertainment 
of disease, and the probability of 
disease misclassification is the same 
for exposed and unexposed study 
participants. Differential misclassifi-
cation occurs when case identifica-
tion is more accurate or less accurate 
in exposed participants than in unex-
posed participants. For example, 
women who work night shifts may be 
less likely to undergo breast cancer 
screening, and this may result in 

underdiagnosis (or late diagnosis) 
of breast cancer. In epidemiological 
studies of cancer risk, misclassifi-
cation of disease is perhaps a less 
common issue than misclassifica-
tion of exposure. However, there are 
exceptions, such as when studies of 
cancers with a low fatality rate are 
based on death certificate diagnosis 
rather than incident cases from tumour 
registries, or when data on outcomes 
are poorly recorded (e.g. in lower-in-
come countries) or may simply be 
unavailable or of poor quality. Such 
misclassification would typically be 
non-differential with respect to expo-
sure status.

In the past, epidemiologists and 
statisticians have perhaps paid insuf-
ficient attention to evaluating the 
potential for biases resulting from 
measurement error and misclas-
sification of exposure or disease 
(Shaw et al., 2018). Non-differential 
exposure error typically creates a 
bias towards the null (i.e. towards 
observing no effect), but this is not 
always the situation, as discussed 
in Section 4.2.1. There has been an 
increasing trend in the development 
and use of new methods to assess the 
direction and magnitude of bias and 
to bias-adjust the effect measures to 
correct for measurement error (e.g. 
Cole et al., 2006; Lash et al., 2014; 
Corbin et al., 2017; Keogh et al., 2020; 
Shaw et al., 2020). In this chapter, 
we discuss these approaches with 
particular emphasis on methods that 
can be used with published studies 
to assess misclassification and 
measurement error in exposure and 
outcome, because IARC Monographs 
reviewers and other expert review 
groups would seldom have access 
to the raw data from epidemiolog-
ical studies. We start by discussing 



90

qualitative approaches for evaluating 
the direction of bias due to errors in 
exposure, considering first contin-
uous and then categorical exposures.

4.2 Qualitative evaluation of 
the direction of bias due to 
errors in exposures

4.2.1 Non-differential errors  
in exposure

(a) Measurement errors of 
continuous variables

The direction of the bias associated 
with measurement errors of contin-
uous exposures depends on which 
error models apply (see Side Box 4.1 
for the definitions).

Classical non-differential mea- 
surement errors are expected to 
lead, on average, to underestima-
tion of the association between the 
exposure and the disease. Thus, 
although the measurement method 
is itself unbiased, in the sense that 
the average measured exposure is 
equal to the true exposure, the esti-
mated exposure–cancer association 
arising from such measurements 
tends to be biased towards the null 
value, on average (Spearman, 1904; 
Armstrong, 1998).

Under a linear model in which the 
measurements are not, on average, 
equal to the true value (i.e. are biased) 
and the measurement errors are 
non-differential, the bias can, theo-
retically, lead to either overestimation 
or underestimation of associations 
between an exposure and a health 
outcome. However, when a linear 
model is applied to self-reported 
dietary and physical activity data, 
the random errors are often so large 
that they dominate and, as with the 
classical model, lead, on average, to 

underestimation of exposure–cancer 
associations (Freedman et al., 2011).

In the event that Berkson errors 
are correlated with covariates in the 
outcome model, appreciable distor-
tion of the exposure–response rela-
tion can result, and the association 
may be biased towards underestima-
tion or overestimation in an unpredict-
able manner (see Keogh et al., 2020).

(b) Misclassification of 
categorical variables

The direction and magnitude of bias 
associated with non-differential mis- 
classification of categorical exposure 
variables will depend on how many 
categories have been used, how 
accurate the assessment of the 
exposure is, and the prevalence of 
the exposure.

In a situation where a single expo-
sure is declared present or absent, 
non-differential misclassification oc- 
curs when the sensitivity (the prob-
ability of having been identified as 
exposed when the individual is truly 
exposed) and the specificity (the 
probability of having been identified 
as unexposed when the individual 
is truly unexposed) of the errors are 

the same for cases and non-cases of 
disease.

One should realize that any given 
study could still show a bias away 
from the null due to random variabil - 
ity, given that any study is simply a 
single realization of a measurement 
process and may deviate from the 
expectation (Jurek et al., 2005; Loken 
and Gelman, 2017). However, the 
larger the sample size, the smaller 
this chance (Wacholder, 1995; Yland 
et al., 2022).

Misclassification might even 
change the direction of the slope 
across exposure categories (Dose- 
meci et al., 1990), unless the true 
exposure–response relation is posi-
tive and monotonic (Weinberg et al., 
1994).

Berkson errors are special and 
are different from classical errors 
in that they are not expected to 
appreciably distort the exposure–
response relation, for example 
when the assigned exposures 
are the means of the true dose in 
the groups (Gilbert, 2009).

However, as in the classical 
error model, Berkson errors 
do reduce the precision of the 
estimated exposure–response re- 
lation.

Key message
Non-differential misclassification 
of a dichotomous exposure (ex-
posed or unexposed) will, on 
average, result in attenuation of 
effect estimates towards the null 
(Wacholder, 1995; Armstrong, 1998), 
as seen in Example 4.3.

Key message

The extent of the expected atten-
uation from non-differential expo-
sure misclassification will depend 
on the prevalence of the exposure 
and the specificity and sensitivity 
of the exposure assessment and 
assignment.

When there are several cate- 
gories (e.g. unexposed, low, me-
dium, or high), non-differential 
misclassification can result in the 
overestimation of risk in an inter-
mediate exposure category and 
the underestimation of risk in the 
highest category.

Key message
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Side Box 4.1. Three common models describing measurement error in epidemiological studies

Besides the issue of whether the exposure measurement error is differential or non-differential, another aspect 
that influences the effect of the error on the results is the relation of the erroneous measurement to its underlying 
true value. This relation is usually described in terms of a statistical model. Any type of model is possible, but for 
continuous exposure variables (e.g. the time spent using a mobile phone over a specified period, or the mass of red 
meat consumed on a typical day), three models (described here) are most commonly found in the epidemiological 
literature. Because the impact (or non-impact) of the error on the estimated associations depends on the type of 
error, it is important for those reviewing the literature to know about them. These models all postulate additive 
random error. Multiplicative error can sometimes be handled by these models through transformation of the 
variables to a logarithmic scale. More-complex models involving random error that is “shared” between individuals 
have been postulated recently for occupational cohort studies (Stram and Kopecky, 2003; Hoffmann et al., 2018) 
but are not covered here.

(a) Classical model

This is the simplest model to describe measurement errors. If X denotes the true underlying exposure value and 
X * denotes the measured value, then the relation between them is described by the model as

X * = X + U (E4.1)

where U is a random error that has a mean of zero and is independent of the true value X. Thus, the model 
describes an erroneous measurement method that gives the correct value on average but yields a somewhat 
different value each time it is applied, sometimes larger than and sometimes smaller than the true exposure. 
Because the average error is zero, such a measurement method is called unbiased. Such measurements are 
commonly encountered in laboratory work, for example with assessments of serum levels of cholesterol (Glasziou 
et al., 2008) or C-reactive protein (Koenig et al., 2003). This model is also used when one is interested in an 
individual’s average value of the measure over a specified period (the true value) but the measure is determined 
only once (or a few times) within the study period.

(b) Linear model

A somewhat more complex model is required for measurements that are not, on average, equal to the correct 
value. One way of describing such measurements, which is often used for self-reported dietary intake and physical 
activity data, is to postulate a linear relation between the measurement and its true value, as

X * = α0 + α XX + U (E4.2)

where α0 and αX are the intercept and the slope, respectively, of the linear relation, and U, as before, is a random 
error that has a mean of zero and is independent of the true value X (see Keogh et al., 2020). The intercept α0, 
known as the location bias, shifts the measurements up or down on average, while the slope αX, known as the 
scale bias, governs how much the mismeasurement depends on the true value of the exposure. Although this 
model includes the classical model as a special case (when α0 = 0 and αX = 1), in its general form the model 
describes an erroneous measurement method that, on average, gives not the correct value X but an incorrect 
value α0 + α XX. Because of this property, such a measurement method is called biased. Such measurements are 
commonly encountered in self-reported behaviours (e.g. dietary intake). It is often found that α0 is greater than 0 
and αX is positive but less than 1. Such values describe a pattern when underreporting becomes more severe as 
the true exposure increases (Example 4.1).

Note that, as in this example, the exposure is often measured on a logarithmic scale, and the additive random 
error becomes multiplicative on a linear scale. 
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Side Box 4.1. Three common models describing measurement error in epidemiological studies (continued)

Example 4.1. Linear models for measurement error of protein intake from food frequency questionnaires

Kipnis et al. (2003) used data from the Observing Protein and Energy Nutrition (OPEN) study and reported 
that for natural log-transformed self-reported total protein intake using a food frequency questionnaire, the 
value of αX for men was 0.67. From the reported geometric mean intakes of protein in that study (Table 2 of 
Subar et al., 2003), one can calculate that α0 was 1.18. These values imply that for a low total protein intake of 
68.3 g/day (2.5th percentile), the average reported intake was exp[1.18 + 0.67ln(68.3)] = 55.1 g/day, with an 
underestimation of 19%, whereas for a high total protein intake of 158.3 g/day (97.5th percentile), the average 
reported intake was exp[1.18 + 0.67ln(158.3)] = 96.9 g/day, with a much larger degree of underestimation 
(39%).

(c) Berkson model

Another type of error, called Berkson error (Berkson, 1950), is only subtly different from the classical model but 
is important, both because it arises in many epidemiological settings and because its effects on results are very 
different from those of classical error. The relation between the measured value and the true value is described 
by this model as

X = X * + U (E4.3)

where U is a random error that has a mean of zero and is independent of the measured value X * but is not 
independent of the true value X. Berkson error commonly occurs in occupational health studies, when individual 
workers in the same job group are assigned the average measured exposure of their group or an exposure based 
on a JEM. In these cases, the true exposure of an individual equals the mean exposure in the job group to which 
the individual is assigned plus some independent random error. Berkson errors may also occur in studies of 
environmental exposures (Example 4.2). (text continues on page 90)

Example 4.2. Berkson error in an example from blood lead and intelligence quotient testing

In a study (Armstrong, 1998), the intelligence quotient measured at age 10 years of children living in the 
vicinity of a lead smelter was studied in relation to the children’s exposure to lead. Blood lead levels were 
measured in a random sample of the study group; the full study group was then classified into subgroups 
according to the distances of their homes from the smelter, and the average blood lead level in each subgroup 
was assigned as the exposure level for all the children in that subgroup. Such an exposure measure can be 
assumed to have Berkson error, in the same way as for exposure assessments based on a JEM.

For the different impacts of classical errors, linear measurement errors, and Berkson errors, see Section 4.2.1(a).
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The expected magnitude of the 
bias in the intermediate categories 
will depend on how much the risk 
of disease differs across exposure 
groups and the actual shape of the 
exposure–response relation (Yland 
et al., 2022).

4.2.2 Exposure measurement 
errors that could be non-
differential or differential: 
interviewer error or bias

In studies that involve an expert-
based approach to assess exposures 
(e.g. having an expert panel of indus-
trial hygienists assess exposures on 
the basis of work histories obtained 

by interview), the interviewer can 
play a critical role in obtaining the 
description of the tasks, agents, 
or protective measures that will be 
used to infer exposures. There is 
evidence that interview quality can 
lead to non-differential exposure 
misclassification and bias towards 
the null (Edwards et al., 1994), as in 
Example 4.5. Some interviewers can 
be more knowledgeable than others 
and elicit more clues; this will influ-
ence the reliability of the information 
(Example 4.6). Interviewer bias is also 
possible when additional information 
on exposure (e.g. asbestos expo-
sure) is elicited by an interviewer who 

believes that asbestos is associated 
with the disease of the interviewee 
(e.g. lung cancer, mesothelioma), 
or the interviewer may not question 
control participants as deeply as 
case participants. These problems 
can, to some extent, be overcome 
by better interviewer training or by 
blinding interviewers to case–control 
status, although such blinding is 
rarely possible in cancer case–
control studies (Edwards et al., 1994). 
These issues are addressed further 
in Section 4.2.4(b), in the context of 
negative control exposures.

4.2.3 Differential errors in 
exposure

Bias from differential errors in expo-
sure can occur in both cohort and 
case–control studies. However, it is 
perhaps more common in case– 
control studies in which informa-
tion on exposure is collected using 

Misclassification of exposure may also occur when a continuous error- 
prone exposure variable (e.g. cumulative exposure) is categorized 
(Example 4.4). Categorization of a continuous exposure variable with 
error can actually result in differential misclassification if the probability 
of disease is a function of the continuous exposure rather than of the 
exposure categories (Flegal et al., 1986).

Key message

Example 4.4. Misclassification from categorizing a continuous exposure variable in workers exposed to crystalline 
silica

A pooled case–control study of respirable crystalline silica exposure and lung cancer (Ge et al., 2020) showed 
a largely flat exposure–response relation, particularly in the middle exposure categories (odds ratios [ORs] of 
1.15, 1.33, 1.29, and 1.45 for cumulative exposure quintiles of > 0–0.39, 0.40–1.09, 1.10–2.39, and ≥ 2.40 mg/
(m3·years), respectively), whereas the analysis with continuous cumulative exposure showed a monotonic linear 
increase in risk for both untransformed and log-transformed exposure. (text continues above)

 Example 4.3. Non-differential exposure misclassification when exposure is rare versus when exposure is common

In a general population case–control study with a low prevalence (< 10%) of occupationally exposed individuals, low 
specificity will result in a large number of false-positives for the exposure and consequently result in considerable 
attenuation towards the null (Flegal et al., 1986). For this reason, when JEMs aim to assess occupational exposure 
in the general population where exposure is rare (e.g. population-based case–control studies), specificity should 
be favoured over sensitivity (Kromhout and Vermeulen, 2001). In contrast, in studies with a high prevalence 
of exposure (e.g. industrial cohort studies), low sensitivity will result in attenuation towards the null; therefore, 
sensitivity should be favoured over specificity. (text continues on page 90)
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questionnaires administered retro-

spectively, after the disease under 

study has been diagnosed in the case 

participants.

When exposure assessment is 

based on objective measures, a case– 

control study is no more prone to infor-

mation bias than the corresponding 

cohort study that uses the same 

exposure history records. However, 
many case–control studies do involve 
retrospective collection of exposure 
information; therefore, in this section, 
several types of differential informa-
tion bias are considered that are of 
particular concern in case–control 
studies of this type.

(a) Recall and information bias

Case–control studies are often por- 

trayed as being more prone to infor-

mation bias when they involve the 

use of exposure questionnaires. This 

is not unique to case–control studies. 

Many cohort studies involve exposure 

questionnaires (on opium use, meat 

consumption, night shift work, etc.) at 
baseline and at follow-up. However, a 
potential additional problem in case–
control studies is that exposure ques-
tionnaires are usually administered 
after the case or control status is 
known by the participants, and often 
also by the interviewers.

To understand the differential na- 
ture of this misclassification, consider 
that someone who has developed 
cancer is likely to have thought a 
great deal about the possible causes 
of their condition and may have 
sought further information (e.g. from 
the Internet). The same will usually 
not apply to control participants 

Recall bias is not an inherent fea-
ture of case–control studies; for 
example, exposure estimation 
may be based on historical rec-
ords (e.g. work history records) or 
biospecimens banked in the past.

Key message

Example 4.5. Assessing for varying quality of the interviewee response in assessing tobacco smoking

Villanueva et al. (2009) conducted a multicentre hospital-based study of 1219 patients with incident bladder 
cancer and 1271 control participants, recruited in Spain in 1998–2001. Study information was obtained by trained 
interviewers, who administered structured computer-assisted personal interviews. The information was categorized 
into five sections (sociodemographic, smoking, occupational, residential, and medical history). At the end of 
each interview, the interviewer recorded the perceived quality of the interview for each section as unsatisfactory, 
questionable, reliable, or of high quality. It was found that 10% of the interviews were of unsatisfactory quality with 
regard to smoking history. It was also found that the strength of the association between cigarette smoking and 
bladder cancer increased with increasing interview quality, from an odds ratio of 3.20 (95% confidence interval [CI], 
1.13–9.04) for interviews scored as unsatisfactory or questionable overall (taking into account all of the variables 
considered in the interviews) to an odds ratio of 7.70 (95% CI, 3.64–16.30) for high-quality interviews. Lower-
quality interview scores were found with increasing age, poorer self-perception of health, and low socioeconomic 
status. However, differences were not found in the quality of interviews according to case or control status: 9% of 
patients had unsatisfactory or questionable interviews, compared with 7% of control participants (P = 0.109). (text 
continues on page 93)

Example 4.6. Assessing for varying quality of interviewer in assessing job histories

In a validity study, reports of job histories were compared with employers’ records (Baumgarten et al., 1983). There 
was no evidence that the quality of job history information obtained from control participants was systematically 
different from that obtained from patients with cancer, although there was some evidence that different interviewers 
obtained job histories of varying quality, irrespective of case–control status. (text continues on page 93)
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drawn from the general population. 
For example, it has been suggested 
that patients with cancer may recall 
minor exposures to pesticides (e.g. 
spray drift from a neighbouring farm), 
whereas control participants from the 
general population may not recall 
such minor exposures (Smith et al., 
1988). In this situation, differential 
recall could occur, and the propor-
tion of case participants reporting 
past exposure to pesticides may be 

greater than the proportion of control 
participants, even if the pesticides 
actually do not cause the type of 
cancer under study. It is important to 
emphasize that such recall bias does 
not necessarily involve biased recall 
by the case participants; in fact, it may 
involve a lack of recall by the control 
participants. Examples 4.7 and 
4.8 illustrate some of these impor-
tant concepts surrounding recall 
bias with respect to two key topics.

(b) Differential information when 
provided by proxies

Proxies are sometimes recruited in 
studies of cancers with poor prog-
noses or of aggressive types of 
cancer, to better cover the base popu-
lation of case participants. However, 
proxy respondents can sometimes 
provide information of a poorer quality 
than self-respondents; this can bias 
findings if the quality of exposure 
information differs by case status 
(Example 4.9).

Example 4.7. Recall bias and knowledge of carcinogenicity

Most studies of shift work are based on self-reported information about current and previous jobs. Information on 
job history and periods of work has been repeatedly shown to be accurately recalled. Recall of shift work details 
of previous jobs is more complex and may be prone to exposure misclassification. For example, in a case–control 
study in Spain (MCC-Spain), the frequency of shift work (nights per month) was more difficult to recall than its 
duration, and this led to a higher proportion of missing data (Papantoniou et al., 2016). It is unlikely that differential 
recall has been important in case–control studies of shift work and cancer. The potential carcinogenicity of night 
shift work was not well known in the wider population in the past 10–20 years, when most existing studies were 
conducted. However, recall bias is not necessarily avoided for this reason if night shift workers report differentially 
on factors that could be intermediate factors associated with disease, such as sleep. There do not seem to be any 
published studies examining this type of differential recall in detail. (text continues above)

 Example 4.8. Estimation of the extent of recall bias

In the Interphone study (Vrijheid et al., 2009), validation studies were conducted to assess the potential for 
differential misclassification of self-reported mobile phone use. The investigators collected mobile phone records 
of case and control participants from network operators in three countries over an average of 2 years and 
compared them with self-reported mobile phone use. The ratio of reported to recorded phone use was estimated. 
Mean ratios were very similar for case and control participants; both underestimated the number of calls (mean 
ratio, 0.81) and overestimated call duration (mean ratio, 1.4). For case participants, but not control participants, the 
ratios were further away from 1.0 for time periods further before the interview. In addition, the ratios were greater 
for higher levels of use. These findings are very provisional, because they were based on records obtained for only 
a few participants with the relevant data. Nevertheless, based on the available data, there was little evidence for 
differential recall errors overall or in recent time periods. In contrast, there appeared to be overestimation of use 
by case participants in more distant time periods; this could cause positive bias in estimates of the odds ratios for 
mobile phone use. (text continues above)
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4.2.4 Tools for assessing 
differential exposure 
information bias

When a published paper is consid-
ered, it is important to assess the 
potential for information bias, as 
well as its probable magnitude and 
direction. A key issue is whether 
any misclassification of (categorical) 
exposure or disease is likely to be 
non-differential or differential. This 
section is particularly focused on 
the situation where information bias 
is likely to be differential, although 
many of the methods can also be 
used to assess non-differential infor-
mation bias. We particularly consider 
assessment using substantive knowl- 

edge (external to the published 
paper) and the use of directed acyclic 
graphs (DAGs; see Chapter 2). As in 
Chapter 3, some tools are outlined 
that expert review groups can use to 
examine the influence of exposure 
measurement error.

(a) Tool E-1: use of substantive 
knowledge and DAGs for 
misclassification

Assessing the potential for differen-
tial information bias requires expert 
knowledge, usually from previously 
published studies, and mechanistic 
knowledge. The key feature of 
differential information bias is that 
the misclassification of exposure 
depends on disease status, or vice 

versa (the misclassification of disease 
status depends on exposure). For 
differential misclassification of (cate-
gorical) exposure status, this means 
that the sensitivity or specificity (or 
both) of the exposure measurement 
instrument is different for those with 
or without disease.

Misclassification can be summa-
rized using a DAG (Hernán and Cole, 
2009); these are covered in detail in 
Chapter 2 and are only briefly consid-
ered here. A DAG can help to clarify 
whether disease or exposure misclas-
sification is differential or non-differ-
ential, for example when people with 
cancer (case participants) are likely to 
have different recall of past exposures 

 Example 4.9. Proxy respondents and recall bias in a study of pesticide exposure

Brown et al. (1991) conducted a methodological study to compare information on pesticide use from farmers 
and their surrogates. The study included 95 farmers and their spouses or other close family members. Both 
the farmers and the proxies were asked about the farmers’ pesticide use. Although there was good agreement 
between the farmer and the proxy about whether seven common pesticides had ever been used, there was much 
more variable agreement between the two regarding the frequency of use, with correlation coefficients ranging 
from 0.23 to 0.80 for number of days of use.

Later, the same researchers recruited proxy respondents in a series of case–control studies focused on 
pesticides and non-Hodgkin lymphoma. In a publication focused on the risk of non-Hodgkin lymphoma and use 
of the insecticide lindane, Blair et al. (1998) evaluated the effect of information provided by next-of-kin proxy 
respondents on risk estimates. Both living and deceased people were included, and control participants for 
deceased people in the case group were identified from death records and matched on age and year of death. 
For these deceased people, interviews were conducted with their next of kin, and living participants provided 
information directly. Study participants who could not recall whether they (or their proxies) had used lindane 
were excluded from analysis. The percentage of living case participants who could not recall whether they had 
used lindane was 6.0%, while that for proxy respondents of deceased people was 8.2%; 9.6% of living control 
participants and 11.1% of proxy respondents of deceased control participants could not recall whether lindane 
had been used. In addition, results were stratified by whether information on lindane was provided directly by the 
case or control participant or by a proxy. The odds ratio for whether lindane had ever been used was 1.3 (95% 
CI, 0.9–1.8) for direct respondents and 2.1 (95% CI, 1.0–4.4) when information was provided by a proxy. Similar 
differences in risk were seen for the number of days of use of lindane and whether or not personal protective 
equipment was used during application, with higher associations among those with information provided by a 
proxy. Although other factors could explain these results, differential misclassification of exposure could not be 
ruled out. (text continues below)
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compared with healthy control partic-
ipants. A similar bias can occur when 
there is a factor (e.g. ethnicity, socio-
economic status) that is a risk factor 
for disease (e.g. the disease is more 
common among less-affluent people) 
and affects the accuracy of exposure 
recall (e.g. less-affluent people are 
less aware of, or have different recall 
of, past exposures). Researchers can 
use DAGs to help determine whether 
differential misclassification, through 
a variety of mechanisms, is plausible.

The DAG will not identify whether 
such a bias is likely to occur or its 
probable magnitude and direction, 
but it does provide a framework for 
considering whether such a bias is 
possible and assessing any strate-
gies that the investigators may have 

adopted to minimize, to control for, or 
to assess it (Example 4.10).

The use of DAGs can help study 
reviewers to identify whether differen-
tial or non-differential bias is possible 
in a given study. When several 
different studies are conducted for 
the same exposure–outcome rela-
tion, it is important to note that the 
DAG could be different for each study; 
some studies may be more or less 
prone to differential or non-differen-
tial misclassification, depending on 
the study design.

(b) Tool E-2: negative control 
exposures and positive control 
outcomes

A negative control exposure approach 
involves assessing the association 
with another exposure that is not 

associated with the outcome under 
study but is likely to be subject to 
a similar information bias (Lipsitch 
et al., 2010; Arnold et al., 2016; Lawlor 
et al., 2016). 

Although this approach can also 
be used to assess other types of 
bias (e.g. confounding), the focus in 
this section is on recall bias in case–
control studies, as in Example 4.11.

A key assumption of the use of 
negative control exposures is that 
any tendency for reduced or ex-
aggerated recall of exposure is 
likely to be similar for the main 
study exposure and the negative 
control exposure. 

Key message

Example 4.10. Using DAGs to identify recall bias

In the Interphone case–control study of mobile phone use and brain tumours (Cardis et al., 2007), researchers 
conducted a validation study on a subsample of the participants by comparing the self-reported mobile phone 
use with data from network operators (Vrijheid et al., 2009). The number of calls was underestimated, but the 
underestimation was similar among case and control participants, suggesting that there was non-differential 
misclassification for this exposure variable. In a DAG, this would translate into a lack of an arrow from the case 
status to the reported mobile phone use, as shown in Fig. 4.1, even if there were still factors that affected the 
reported exposure status other than the actual exposure. (text continues above)

Fig. 4.1. Directed acyclic graph of a study with underreporting of the prevalence of mobile phone use (exposure) 
but non-differential misclassification by brain tumour (outcome) status.

Fig. 4.1

Unknown factors 
influencing reporting

True mobile
phone use

Brain tumour

Reported mobile
phone use
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A related approach is the exami-
nation of positive control outcomes 
to assess the validity and quality 
of the exposure metric for an agent 
that has been found to be associated 
with other outcomes besides the one 
being investigated (Example 4.12).

(c) Tool E-3: examination of 
exposure information from 
different sources

In some instances, exposure infor-
mation (e.g. from questionnaires) 
can be combined with more objective  
exposure measures. For example, de- 
termining whether participants have 
worked as a farmer would be a rela-
tively poor measure of exposure to 
pesticides, but this can be ascertained 
reasonably accurately, through either 
questionnaires or examination of 
work history records. If, for example, 
there were recall bias with regard to 
exposure to pesticides, with case 
participants more likely than control 
participants to recall and report past 
exposures, one might expect this to 
be apparent in artificially high odds 

ratios when using exposure ques-
tionnaires, but one would not expect 
this bias to occur when “whether the 
participant has ever worked as a 
farmer” was the exposure metric; in 
this situation, taking the participant’s 
being a farmer as the exposure might 
be expected to involve some non- 
differential information bias (which 
would usually be towards the null 
because the exposure is dichot-
omous) but would probably avoid 
or minimize differential recall bias. 
Similar considerations would apply 
when examining analyses restricted 
to exposures involving major events 
(e.g. work as a pesticide sprayer) 
rather than minor events (e.g. spray 
drift from a neighbouring farm).

(d) Tool E-4: comparisons with 
external data

Another approach for assessing in- 
formation bias involves comparing 
the study data with external data on 
the prevalence of the exposure in the 
source population (Examples 4.13 

and 4.14). This can involve infor-
mation either on the exposure itself 
(e.g. smoking rates in the general 
population) or on a surrogate of the 
exposure. For example, if the expo-
sure under study is the use of a 
pharmaceutical drug (prescribed or 
non-prescribed) and it is believed 
that control participants (but not case 
participants) may be underreporting, 
or not recalling, previous exposures, 
then one might compare the exposure 
prevalence in the control participants 
with that expected on the basis of 
general population rates of use.

(e) Tool E-5: consideration of 
analysis stratified by index versus 
proxy interviews

In studies involving proxy interviews, 
sensitivity analyses stratified on index 
interviews versus proxy interviews 
(i.e. interviews with the relevant 
case or control participant versus 
interviews with a proxy) can provide 
indirect evidence about whether the 
use of proxy interviews introduced 

 Example 4.11. Negative control exposures to assess recall bias in a study of pesticide exposure

In a case–control study of a particular pesticide (pesticide A) and cancer, any influences on the reporting of 
exposures (e.g. case participants being more likely than control participants to recall pesticide exposures) are 
likely to apply to pesticides in general, rather than only to pesticide A. If it is well established that another pesticide 
(pesticide B) is not associated with the cancer under study (e.g. if there had been a cohort study of workers 
predominantly exposed to this other pesticide), then pesticide B could serve as a negative control exposure. Thus, 
if a strong association was found between pesticide B and the outcome in the case–control study, this would 
provide evidence of information bias, as well as its likely magnitude and direction. (text continues below)

 Example 4.12. Positive control outcomes to assess exposure misclassification in a study of benzene exposure

In an evaluation of whether benzene is a cause of lung cancer, IARC Monographs reviewers considered whether a 
cohort study demonstrated the expected association between benzene and leukaemia. A finding that the benzene 
exposure metric did not show this anticipated association for leukaemia led to scepticism of the adequacy of the 
exposure assessment (IARC, 2018). (text continues above)



Chapter 4. Information bias: misclassification and mismeasurement of exposure and outcome 99

C
H

A
P

T
E

R
 4

information bias; however, such ana- 
lyses entail strong assumptions. 
Typically, investigators report the full 
results and the results of the analysis 
restricted to the interviews with the 
index participants (because proxy 
interviews are used mainly or exclu-
sively with case participants). If data 
from index participants are perfect 
(i.e. no exposure measurement error) 
or very nearly so, then conducting 
stratified analyses and estimating 
the exposure–outcome association 
among the index case participants can 
reduce bias. As shown by Greenland 
and Robins (1985), this approach has 
very important limitations. First, if 
the sensitivity and specificity are not 
perfect among the index case partic-
ipants, there is no guarantee that this 
approach will yield less bias than an 

analysis that ignores the distinction 
between index and proxy responses. 
Second, such stratified analyses can 
increase the variance of study esti-
mates; researchers need to weigh the 
benefits of a reduction in bias against 
a corresponding increase in variance. 
If such analyses are to be undertaken, 
it would be good practice to estimate 
the magnitude of bias under plausible 
sensitivity and specificity parameters 
for proxy and index case participants, 
as exemplified in Greenland and 
Robins (1985).

(f) Tool E-6: triangulation using 
comparisons across studies

Information bias from differential 
errors in exposure can also be as- 
sessed using triangulation approaches, 
introduced in Chapter 3, by making 

comparisons across studies. This 
applies particularly when similar 
studies have been conducted in the 
same population (e.g. cohort studies 
involving the same industry or the 
same group of workers, or case–
control studies conducted in the same 
populations). However, comparisons 
can also be made between studies in 
different populations where it is rea- 
sonable to assume that the strength 
of the main exposure–outcome 
association is likely to be similar. For 
example, one might compare the 
findings from studies in which inter-
views were used to obtain exposure 
information with those from studies in 
which more objective methods, such 
as the analysis of personnel records 
on work history (e.g. Example 4.15), 
were used. Such comparisons across 
studies are discussed in Chapter 6.

  Example 4.13. Using national statistics to assess recall bias

The European Union (EU) Labour Force Survey (Eurostat, 2022) reports statistics for the number of people working 
at night as a percentage of the total number of employed people in Europe, stratified by geopolitical entity, sex, age 
class, and calendar year. Similar data are available in other areas of the world. This information can be compared 
with the prevalences obtained for control participants in case–control studies on night shift work and cancer risk. 
Note that this is a rough comparison, because data would not be specific for the exact age distribution, study 
area, or study period. Nevertheless, these statistics can be used to identify the presence of major information bias 
problems. However, it should also be recognized that if such problems exist, they could reflect either information 
bias or selection bias (see Chapter 5). (text continues on page 98)

Example 4.14. Recruiting different types of control groups to assess recall bias

In IARC Monographs Volume 126, on opium use (IARC, 2021), the Working Group evaluated two case–control 
studies of oesophageal cancer (carried out by a single research team), in which different control groups were 
recruited: one hospital-based and one neighbourhood-based (Shakeri et al., 2012). The Working Group concluded 
that the neighbourhood-based control group probably provided a less biased estimate, because the prevalence 
of opium use reported by the neighbourhood-based control participants was similar to that reported from other 
sources for the general population of the region. (text continues on page 98)
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4.3 Tools for quantifying bias 
due to errors in exposure

4.3.1 Tool E-7: simple bias 
analysis for exposure 
misclassification

Bias analyses of exposure misclas-

sification for a binary (i.e. yes or 

no) exposure can be performed if 

one has information on the sensi-

tivity and specificity of the exposure 

measurement method. These data 

may be available from an internal 

validation study or from external 

sources, such as previous validation 

studies published in the literature. 

Alternatively, expert opinion can be 

used to inform sensitivity and spec-

ificity parameters (Goldsmith et al., 

2023). However, the quality of the 

bias analysis will be determined by 

the quality of the sensitivity and spec-

ificity parameters, so these assump-

tions should not be made lightly.

The formulae in Table 4.1 enable 

us to predict which data would be 

observed if the counts of correctly 

classified data and the accompanying 

sensitivities and specificities were 

known. In practice, only the observed 

cell counts are known, with perhaps 

estimates of sensitivities and spec-

ificities. Solving the four equations in 

Table 4.1 for the correctly classified 

cell counts results in the following 

simple formulae:

Chapter 4 equations

Equation (4.1):

𝐴𝐴𝐴𝐴 =
𝑎𝑎𝑎𝑎 − 𝑁𝑁𝑁𝑁1(1 − sp1)

se1 + sp1 − 1

Equation (4.3):

𝐶𝐶𝐶𝐶 =
𝑐𝑐𝑐𝑐 − 𝑁𝑁𝑁𝑁0(1 − sp0)

se0 + sp0 − 1

Equation (E4.4):

variance (ln(OR)) =
𝑁𝑁𝑁𝑁1𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(se1 + sp1 − 1)2

(𝑁𝑁𝑁𝑁1se1 − 𝑎𝑎𝑎𝑎)2(𝑁𝑁𝑁𝑁1sp1 − 𝑎𝑎𝑎𝑎)2 +
𝑁𝑁𝑁𝑁0𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(se0 + sp0 − 1)2

(𝑁𝑁𝑁𝑁0se0 − 𝑐𝑐𝑐𝑐)2(𝑁𝑁𝑁𝑁0sp0 − 𝑐𝑐𝑐𝑐)2

Equation (4.5):
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Equation (E4.8):

𝜫𝜫𝜫𝜫 = � specificity 1 − sensitivity
1 − specificity sensitivity �

Equations in Example 4.24:

(1) Risk model
𝑎𝑎𝑎𝑎~Binomial(𝑁𝑁𝑁𝑁1, 𝑝𝑝𝑝𝑝1∗)

𝑐𝑐𝑐𝑐~Binomial(𝑁𝑁𝑁𝑁0, 𝑝𝑝𝑝𝑝0∗)

OR∗ =

𝑝𝑝𝑝𝑝1∗
1 − 𝑝𝑝𝑝𝑝1∗
𝑝𝑝𝑝𝑝0∗

1 − 𝑝𝑝𝑝𝑝0∗

(2) Bias model
𝑝𝑝𝑝𝑝1∗ = 𝑝𝑝𝑝𝑝1𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝1)

𝑝𝑝𝑝𝑝0∗ = 𝑝𝑝𝑝𝑝0𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝0)

 

(4.1)

B = N1 − A (4.2)
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(1) Risk model
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(4.3)

D = N0 − C (4.4)

These formulae enable prediction 

of the data that would have been 

seen (correctly classified) given the 

observed cell counts and posited 

sensitivities and specificities.

This methodology is used in a 

spreadsheet for exposure misclas-

sification (Chapter 6) that accom-

panies the textbook by Fox et al. 

(2021) (https://sites.google.com/site/

biasanalysis/Home; the spreadsheet 

is provided in Annex 2, online only, 

available from: https://publications.

iarc.who.int/634#supmat), as demon-

strated in Examples 4.16 and 4.17.

4.3.2 Tool E-8: multidimen- 
sional analysis

A multidimensional sensitivity analy- 

sis can also be performed, in which 

various combinations of specificities 

or sensitivities in case and control 

participants are used to develop a 

range of bias-adjusted estimates (Fox 

et al., 2005; Johnson et al., 2014; Fox 

et al., 2023; Example 4.18).

  Example 4.15. Using triangulation to assess recall bias

Two exposure assessment approaches were used in population-based case–control studies included in IARC 
Monographs Volume 124, on night shift work (IARC, 2020). The first approach typically used subjective methods 
(questionnaires and interviews) to assess the exposure to night shift work, to ascertain precise information on 
jobs held, as well as start and end times for each job (e.g. Papantoniou et al., 2016). The second approach used 
general population-based JEMs exclusively when characterizing exposure (e.g. Hansen, 2001). The Working 
Group considered the second approach to be prone to a large degree of exposure misclassification in assessing 
night shift work, because it would provide a highly imprecise measure of the exposure (i.e. with non-differential 
information bias, usually towards the null). Therefore, they excluded such studies from further consideration. 
In contrast, the second approach would avoid or minimize differential recall bias. Questionnaires provide more 
precise assessments of the individual exposure, but the reporting might be affected by knowledge of the outcome 
status, resulting in (differential) recall bias (most probably away from the null). The Working Group could have 
compared the findings of studies using these two methods to assess their respective possible biases (which might 
be expected to operate in different directions). (text continues on page 99)

https://sites.google.com/site/biasanalysis/Home
https://sites.google.com/site/biasanalysis/Home
https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
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Table 4.1. Relation between correctly classified (uppercase) and observed (lowercase) data in a case–control study 
with misclassification of exposure

Correctly classified Total Observed data

Exposed Unexposed Exposed Unexposed

Case participants A B N1 a = se1A + (1 − sp1)B b = (1 − se1)A + sp1B
Control participants C D N0 c = se0C + (1 − sp0)D d = (1 − se0)C + sp0D

se0, sensitivity for control participants; se1, sensitivity for case participants; sp0, specificity for control participants; sp1, specificity for case participants.

  Example 4.16. Analysis of bias from non-differential exposure misclassification

Fritschi et al. (2013) conducted a population-based case–control study in Western Australia that examined the 
association between shift work and breast cancer risk. The study involved 1202 case participants who had incident 
breast cancer and 1785 frequency age-matched control participants who were identified between 2009 and 2011. 
A self-administered questionnaire was used to collect information on demographic, reproductive, and lifestyle 
factors and lifetime occupational history, and a telephone interview was used to obtain further details about shift 
work and lifestyle risk factors. Weak evidence of an increase in the risk of breast cancer was observed among 
women who worked night shifts (OR, 1.16; 95% CI, 0.97–1.39).

The investigators did not report estimates of the sensitivity or specificity of their exposure measure, but it is 
likely that there was some degree of misclassification, given that the exposures were based on questionnaire data. 
For this exercise, it is assumed that some individuals failed to understand the questions or may not have correctly 
answered the questions for other reasons. It is also assumed that these errors were non-differential with respect 
to disease.

A simple bias analysis can be performed using the methodology described in this section, assuming that the 
misclassification errors in the study were non-differential with respect to the disease and that there was a modest 
amount of error (sensitivity, 80%; specificity, 90%). The crude (i.e. unadjusted for measurement errors) results 
from the study and the results adjusted for misclassification bias are presented in Table 4.2. The crude (i.e. 
unadjusted) odds ratio is 1.16 (95% CI, 0.98–1.38), which is almost identical to the results adjusted for measured 
confounders (OR, 1.16; 95% CI, 0.97–1.39) presented in the paper. However, the odds ratio derived from the 
bias-adjusted data (OR, 1.29) was somewhat greater than the results without adjustment for misclassification, 
suggesting that misclassification of exposure may have biased the results towards the null. Confidence intervals 
for the misclassification-adjusted estimate are available from either Greenland (1988) or Chu et al. (2006). 

Updated Equation (E4.4):

Var(ln OR) =
𝑁𝑁𝑁𝑁1𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(se1 + sp1 − 1)2

(𝑁𝑁𝑁𝑁1se1 − 𝑎𝑎𝑎𝑎)2(𝑁𝑁𝑁𝑁1sp1 − 𝑎𝑎𝑎𝑎)2 +
𝑁𝑁𝑁𝑁0𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(se0 + sp0 − 1)2

(𝑁𝑁𝑁𝑁0se0 − 𝑐𝑐𝑐𝑐)2(𝑁𝑁𝑁𝑁0sp0 − 𝑐𝑐𝑐𝑐)2

 

 (E4.4)

Table 4.2. Observed and misclassification-adjusted results from the case–control study of breast cancer by 
Fritschi et al. (2013) assuming non-differential errors and 80% sensitivity and 90% specificity

Observed data Total Data adjusted for misclassification

Exposed Unexposed Exposed Unexposed

Case participants a = 288 b = 914 N1 = 1202 A = 239.7 B = 962.3
Control participants c = 381 d = 1404 N0 = 1785 C = 289.3 D = 1495.7

In this problem, the resulting variance is 0.023, yielding a 95% confidence interval of (0.96, 1.73). This interval 
is slightly wider than the original interval; this is generally the result for bias analyses. (text continues on page 100)
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Example 4.17. Analysis of bias from differential exposure misclassification

The same methodology as in Example 4.16 can be used to assess exposure misclassification that is differential 
with respect to disease. For example, Mohebbi et al. (2021) reported findings from a case–control study of head 
and neck squamous cell carcinoma (HNSCC) and opium use. The study included 633 case participants with 
head and neck cancer, who had been identified in cancer hospitals in 10 provinces in the Islamic Republic of Iran. 
Control participants (n = 3065) were hospital visitors, frequency-matched to the case participants on age, sex, 
and location. Mohebbi et al. (2021) assessed opium use with a standardized self-reported questionnaire. Overall, 
they reported an increased risk of HNSCC among regular opium users compared with non-users, with an adjusted 
odds ratio of 3.76 (95% CI, 2.96–4.79). Mohebbi et al. (2021) expressed concern over possible misclassification 
of opium use and performed preliminary sensitivity analyses in their study.

In a separate publication, Rashidian et al. (2017) conducted a cross-sectional hospital- and community-based 
validation study of self-reported opioid use, using a urine rapid screening test for opioid metabolites as a validation 
measure, in hospitals that were referral centres for cancer in 4 of the 10 provinces in the Islamic Republic of Iran 
that were included in the case–control study conducted by Mohebbi et al. (2021). This study involved patients who 
were hospitalized with chronic or acute conditions not related to opioid use, who were believed to have a similar 
referral pattern to the case participants, and healthy participants, who were selected from people accompanying 
patients with a chronic condition to a hospital in a manner similar to the method of selecting control participants 
used by Mohebbi et al. (2021). Rashidian et al. (2017, Figure 1) reported results that yielded a sensitivity of 79% 
and a specificity of 83% among hospitalized patients and a sensitivity of 68% and a specificity of 93% among 
healthy participants for self-reported opioid use compared with urine analysis. Note that Rashidian et al. (2017) 
used a composite outcome (urine analysis and thin-layer chromatography) as their gold standard, but in this 
example only urine analysis is used, for ease of presentation.

An adjustment for bias due to the differential misclassification of exposures in the study of Mohebbi et al. 
(2021) can be performed using the estimates of sensitivity and specificity given by Rashidian et al. (2017) and 
the statistical methodology described in this section and in Fox et al. (2021). The crude (i.e. unadjusted for either 
confounding or misclassification) results from the study and the results adjusted for misclassification bias are 
presented in Table 4.3. The crude (i.e. unadjusted) odds ratio from this study is 5.33 (95% CI, 4.42–6.41), and 
the misclassification-bias-adjusted odds ratio is 7.19 (95% CI, 5.17–10.00). It is noteworthy that both the crude 
and misclassification-adjusted results are substantially greater than the confounding-adjusted results presented 
by Mohebbi et al. (2021) (OR, 3.76; 95% CI, 2.96–4.79). This suggests that the confounding-adjusted results are 
biased towards the null due to exposure misclassification, and also that the crude and misclassification-adjusted 
results appear to be biased by confounding, because the crude result differs from the confounding-adjusted result. 
(text continues on page 100)

Table 4.3. Observed and misclassification-adjusted crude results from Mohebbi et al. (2021) using estimates of 
sensitivity and specificity from Rashidian et al. (2017) 

Observed data Total Data adjusted for misclassification

Exposed Unexposed Exposed Unexposed

Case participants a = 295 b = 368 N1 = 663 A = 294.0 B = 369.0
Control participants c = 401 d = 2664 N0 = 3065 C = 305.7 D = 2759.3
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 Example 4.18. Multidimensional sensitivity analysis

In the validation study by Rashidian et al. (2017), 45 of 57 hospitalized people whose urine tested positive for 
opioids also reported use of opioids. From this, we can calculate a sensitivity of 79% with a 95% confidence 
interval of 66–89%. Repeating this for specificity, we obtain a specificity of 83% and a 95% confidence interval of 
76–90%. Among healthy individuals in the validation study, we obtain a sensitivity of 68% (95% CI, 50–82%) and 
a specificity of 93% (95% CI, 87–96%). The sensitivity of the misclassification-adjusted odds ratio from Mohebbi 
et al. (2021) to the chosen values of sensitivity and specificity can be investigated by repeating this bias analysis 
using the estimated upper and lower confidence bounds of sensitivity and specificity. These values were chosen 
because they represent the limits of the sensitivity and specificity values supported by the validation data and 
therefore the most “extreme” possibilities. The results from the multidimensional analysis are shown in Table 4.4. 
At the lower limit of specificity among the control participants (87%), almost all control participants who reported 
opioid use are assumed to have been misclassified, and the misclassification-adjusted number of exposed control 
participants is quite small, resulting in implausibly large misclassification-adjusted odds ratios. The remaining 
permutations of the bias parameters all result in elevated odds ratios; however, four sets of values result in adjusted 
odds ratios that are nearer to 1 than the crude estimate. This illustrates how with differential misclassification one 
can have results that are biased either towards or away from the null. (text continues on page 104)

Table 4.4. Multidimensional analysis of data on opioid use and head and neck squamous cell carcinoma from 
Mohebbi et al. (2021), adjusted for misclassification of self-reported opioid use

Bias parameter Adjusted cell count ORadj

se1 sp1 se0 sp0 A B C D

1 1 1 1 295.0 368.0 401.0 2664.0 5.33
0.66 0.76 0.5 0.87 323.5 339.5 6.9 3058.1 422.87
0.89 0.76 0.5 0.87 209.0 454.0 6.9 3058.1 204.34
0.66 0.9 0.5 0.87 408.4 254.6 6.9 3058.1 711.74
0.89 0.9 0.5 0.87 289.5 373.5 6.9 3058.1 343.92
0.66 0.76 0.82 0.87 323.5 339.5 3.7 3061.3 789.43
0.89 0.76 0.82 0.87 209.0 454.0 3.7 3061.3 381.46
0.66 0.9 0.82 0.87 408.4 254.6 3.7 3061.3 1328.69
0.89 0.9 0.82 0.87 289.5 373.5 3.7 3061.3 642.03
0.66 0.76 0.5 0.96 323.5 339.5 605.2 2459.8 3.87
0.89 0.76 0.5 0.96 209.0 454.0 605.2 2459.8 1.87
0.66 0.9 0.5 0.96 408.4 254.6 605.2 2459.8 6.52
0.89 0.9 0.5 0.96 289.5 373.5 605.2 2459.8 3.15
0.66 0.76 0.82 0.96 323.5 339.5 356.9 2708.1 7.23
0.89 0.76 0.82 0.96 209.0 454.0 356.9 2708.1 3.49
0.66 0.9 0.82 0.96 408.4 254.6 356.9 2708.1 12.17
0.89 0.9 0.82 0.96 289.5 373.5 356.9 2708.1 5.88

ORadj, adjusted odds ratio; se0, sensitivity for control participants; se1, sensitivity for case participants; sp0, specificity for control participants;  
sp1, specificity for case participants.
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4.3.3 Limitations of methods 
for analyses of exposure 
measurement errors

A major limitation of these methods 
that were used to conduct sensitivity 
analyses or adjust for misclassifi-
cation errors is that they all involve 
using the crude results (i.e. unad-
justed results) from the studies and 
thus ignore potential bias due to 
confounding. This is not problematic 
when the crude results are nearly 
equivalent to the results from the 
adjusted analyses, as seen in the 
study by Fritschi et al. (2018). However, 
Mohebbi et al. (2021) found evidence 
of confounding: the crude odds ratio 
(5.33; 95% CI, 4.42–6.41) and the con- 
founding-adjusted odds ratio (3.76; 
95% CI, 2.96–4.79) are appreciably 
different. A technically appropriate 
adjustment for confounding and 
exposure misclassification requires 
access to individual-level data. Such 
approaches are explained in detail in 
Fox et al. (2021). In practice, an IARC 
Monographs Working Group may be 
interested in adjusting for confounding 
(see Chapter 3) and misclassification 

but will generally only have access to 
aggregate data. In this situation, an 
approximate approach that can be 
used to adjust for confounding is to 
compute the ratio of the adjusted and 
crude odds ratios, ignoring misclas-
sification, and apply that ratio to the 
misclassification-adjusted odds ratio, 
as demonstrated in Example 4.19. 
See Chapter 6 for further discussion 
of multiple-bias analysis.

4.3.4 Tool E-9: multiple 
categorical bias analysis

A similar approach to that used for 
binary exposures (Sections 4.3.1 
and 4.3.2) could be taken for a study 
with a larger number of categories of 
exposure. To do this, one would have 
to know the percentage of individuals 
who were incorrectly classified in each 
category, and into which category 
they were inappropriately classified. 
This type of information is less likely 
to be available in epidemiological 
publications and would be particularly 
difficult to obtain for studies with a 
large number of categories, or where 
categories are unique to a particular 

study. However, assuming that the 
information is available, one could 
use this method to conduct a sensi-
tivity analysis (Example 4.20).

The results from this sensitivity 
analysis do not suggest a monotonic 
decrease in risk with increasing dura-
tion of exposure, as was observed in 
the results reported in the study.

4.3.5 Tool E-10: probabilistic 
bias analysis

As mentioned in Sections 4.3.1 and 
4.3.2, one or more values of the 
bias parameters must be specified 
when quantifying bias. The approach 
described in this section, probabilistic 
bias analysis, is an extension of multi-
dimensional bias analysis and en- 
ables incorporation of the uncertainty 
in the bias parameters into the mea- 
sures of association. In practice, prob- 
abilis tic bias analysis involves spec-
ifying a probability distribution for 
each bias parameter that repre-
sents the uncertainty in the values. 
Samples are repeatedly drawn from 
each bias parameter distribution, and 
a simple bias analysis is repeated for 
each set of sampled bias parameters. 

Example 4.19. Sensitivity analysis for both confounding and misclassification

For the study by Mohebbi et al. (2021), the ratio of the confounding-adjusted odds ratio to the crude odds ratio 
is 3.76/5.33 = 0.705. This ratio is the extent to which the observed crude odds ratio is altered after adjusting 
for confounding, and it can be applied to the misclassification-adjusted odds ratios calculated previously. For 
example, when adjusting for misclassification of opioid use, a misclassification-adjusted odds ratio of 7.19 was 
found. Multiplying this effect by the ratio of the confounding-adjusted odds ratio to the crude odds ratio gives an 
approximate estimate of a confounding- and misclassification-adjusted odds ratio of 7.19 × 0.705 = 5.07. Adjustment 
for misclassification bias increased the odds ratio, whereas adjustment for confounding bias decreased the odds 
ratio. In this example, the two sources of bias nearly cancel each other out, resulting in a bias-adjusted odds ratio 
that is very similar to the crude odds ratio. However, this will not always be the situation. (text continues above)
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The uncertainty in the bias parame-
ters is thus taken into account in the 
resulting error-adjusted estimates. 
The distribution of the error-adjusted 
estimates gives the analyst a more 
complete idea of the distribution of 
plausible effects than can be obtained 
through simple bias analysis or multi-
dimensional bias analysis, and it 
is used to derive point and interval  
estimates, such as the median or 

the 95% simulation interval (i.e. the 
interval between the 2.5th and the 
97.5th percentiles). Probabilistic bias 
analysis relies on the assumption that 
the specified bias parameter distribu-
tions are valid. Fox et al. (2021) provide 
more detailed information about prob-
abilistic bias analysis and extend the 
idea of probabilistic bias analysis 
outlined here by incorporating random 
error introduced by the data collection 

process in addition to systematic 

error arising from misclassification 

(the accompanying spreadsheets as 

well as SAS and R code help facilitate 

application of the method; see Fox 

et al., 2021 and https://sites.google.

com/site/biasanalysis/Home; R code 

is provided online only, available 

from: https://publications.iarc.who.

int/634#supmat); see Example 4.21.

 Example 4.20. Sensitivity analysis for categorical exposure misclassification

Fritschi et al. (2013) conducted a population-based case–control study that examined the association between 
shift work and breast cancer risk (as described in Section 4.3.1). An inverse exposure–response relation was 
observed in the study for duration of work in the night shift and breast cancer risk, as summarized in Table 4.5.

Table 4.5. Association between duration of exposure to working in the night shift and breast cancer risk (Fritschi 
et al., 2013)a

Duration of exposure Case participants Control participants Crude OR  
(95% CI)

Age-adjusted OR 
(95% CI)

Never 914 1404 Reference Reference
< 10 years 164 199 1.27 (1.01–1.59) 1.25 (1.00–1.56)
10 to < 20 years 71 98 1.11 (0.80–1.54) 1.09 (0.79–1.50)
≥ 20 years 53 84 0.97 (0.67–1.40) 1.02 (0.71–1.45)

CI, confidence interval; OR, odds ratio.
a Crude odds ratios were estimated using data presented in Table 2 in Fritschi et al. (2013). Confidence intervals were estimated using exact 
methods.

To check whether exposures were being underestimated in this study, a sensitivity analysis might be conducted, 
with the assumption that 20% of each category belonged in the next highest category. This would yield the adjusted 
results presented in Table 4.6. (text continues on page 104)

Table 4.6. Sensitivity analysis, assuming that 20% of case and control participants in each category should be 
in the next highest exposure group

Duration of exposure Case participants Control participants Misclassification-adjusted  
odds ratio

Never 731.2 1123.2 Reference
< 10 years 314.0 440.0 1.10
10 to < 20 years 89.6 118.2 1.16
≥ 20 years 67.2 103.6 1.00

https://sites.google.com/site/biasanalysis/Home
https://sites.google.com/site/biasanalysis/Home
https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
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4.3.6 Tool E-11: regression 
calibration for continuous  
and categorized measures  
of exposure

(a) Continuous measures of 
exposure

In Section 4.2.1 it was discussed 
how errors in exposure measurement 
might cause bias in the estimated 
associations of the exposure with 
health outcomes. Regression cali-
bration (Rosner et al., 1990; Section 5 

of Keogh et al., 2020) is a statistical 
method to account for non-differential 
measurement errors in an exposure 
that is measured on a continuous 
scale, yielding an estimate that, in the 
best circumstances, is free from such 
bias, or at least has bias that is consid-
erably reduced (Example 4.22a).

Regression calibration can be used 
to provide adjustment for non-differ-
ential measurement errors in epide-
miological models. Simple regression 
calibration requires the following three 

basic steps. (To keep the description 
simple, confounder variables are not 
shown in the models.)

• Step (i). Regress the outcome (Y) 
on the measured exposure (X *) to 
obtain a raw estimate of the as-
sociation through a rate ratio or a 
hazard ratio. For example, the out-
come model may be a Cox regres-
sion model, h(t) = h0(t)exp(β1X *), 
where h(t) is hazard of an event 
(Y = 1) at time t and the association 
is measured as β1, the log hazard 

Example 4.21. Probabilistic bias analysis for exposure misclassification

The example described in Sections 4.3.1 and 4.3.2 on the association between differentially misclassified opium 
use and HNSCC provides a good illustration of probabilistic bias analysis. To express the uncertainty in each of 
the bias parameters, a triangular distribution is used as the bias parameter distribution, with the most probable 
values from Rashidian et al. (2017) as the mode and the respective limits of the 95% confidence intervals as the 
limits of the triangular distribution (Table 4.7). Probabilistic bias analysis is applied, as described in Fox et al. 
(2021), to account for random and systematic errors. We assumed no correlation between sensitivities among 
cases and controls or between specificities among cases and controls, although other assumptions are available.

Table 4.7. Parameters of triangular distributions used as bias parameter distributions for probabilistic bias analysis 
of data from Mohebbi et al. (2021) on misclassified opium use and head and neck squamous cell carcinoma

Bias parameter Distribution parameters of triangular distribution

Minimum (%) Mode (%) Maximum (%)

se1 66 79 89
sp1 75 83 90
se0 50 68 82
sp0 87 93 96

se0, sensitivity for control participants; se1, sensitivity for case participants; sp0, specificity for control participants; sp1, specificity for case 
participants.

Fig. 4.2 shows the distribution of the error-adjusted odds ratios from 100 000 iterations. The median error-
adjusted odds ratio is 8.66, with a 95% simulation interval of 4.13–38.9. About 89% of the error-adjusted odds 
ratios are greater than the unadjusted odds ratio of 5.33, indicating a bias towards the null in the analysis of 
Mohebbi et al. (2021). Because the 95% simulation interval is much wider than the 95% confidence interval 
of the unadjusted odds ratio, and because neglecting random error changes the error-adjusted odds ratio only 
slightly (median error-adjusted OR, 8.62; 95% simulation interval, 4.41–37.33, based on 10 000 iterations), the 
potential effect of systematic error due to exposure misclassification on the analysis is stronger than the effect of 
random error. This bias analysis offers some confirmation that the positive association in Mohebbi et al. (2021) is 
not a spurious finding from exposure misclassification, and it also highlights the extreme uncertainty around the 
magnitude of effect after adjusting for misclassification. (text continues above)
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ratio for a unit increase in the mea-
sured exposure (Example 4.22b).

• Step (ii). An attenuation factor, 
usually denoted by λ, is estimat-
ed from some validation data. The 
simplest way to estimate λ is to 
obtain a reference (gold standard) 
measure of the exposure (X) in a 
subgroup of participants and per-
form a linear regression of X on 
X *: X = λ0 + λX * + ε. This model 
is called the calibration model, and 
the attenuation factor is estimated 
as the regression coefficient, λ, of 
X * (λ0 represents an offset value, 
and ε represents the error term). 
When reference measurements 
are not available, even in a sub-
group of participants, the attenua-
tion factor might be estimated from 
data that are external to the study 
(Example 4.22c).

When external data are used to 
estimate the attenuation factor, 
the study being analysed and the 
external study must be similar 
with respect to the main assess-
ment instrument used to measure 
the exposure, the distribution 
of exposure among the popula-
tion, and the covariates used for 
adjustment.

• Step (iii). The association is ad-
justed for measurement error by 
dividing the estimated associa-
tion parameter β1 by the estimat-
ed attenuation factor; in mathe-
matical notation, β1-adjusted = β1/λ 
(Example 4.22d).
These three steps form the core 

of the regression calibration method 
in its simplest form. Different types 
of validation data can be used when 

Example 4.21. Probabilistic bias analysis for exposure misclassification (continued)

Fig. 4.2. Distribution of error-adjusted odds ratios (ORs) resulting from probabilistic bias analysis of data from 
Mohebbi et al. (2021) on misclassified opium use and head and neck squamous cell carcinoma.

In most applications, as in Example 4.22, the attenuation factor (λ) in 
regression calibration is positive and less than 1, and usually ranges 
between 0.3 and 0.7, indicating, respectively, limited and adequate ac-
curacy of the observed assessments compared with the truth. There-
fore, the adjustment of dividing by λ inflates, or de-attenuates, the esti-
mated association. Sensitivity analyses using a range of estimates for 
this attenuation factor (e.g. 0.3–0.7) can provide an understanding of 
the magnitude of the underestimation of the risk due to measurement 
error.

Key message

Density
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 Example 4.22a. Regression calibration for adjustment for measurement error

Within the Swedish Mammography Cohort, a rate ratio for colorectal cancer incidence of 1.20 (95% CI, 0.99–1.45) 
was reported for an increase of 100 g/day of red meat intake (Larsson et al., 2005). Red meat intake was based 
on dietary intake, self-reported in a food frequency questionnaire, which was subject to measurement errors. The 
estimated rate ratio needed to be adjusted for these errors. (text continues on page 106)

 Example 4.22b. Regression calibration for adjustment for measurement error (continued) 

In the Swedish Mammography Cohort, β1 was estimated as ln(1.20) = 0.18. (text continues on page 107)

 Example 4.22c. Regression calibration for adjustment for measurement error (continued) 

In the Swedish Mammography Cohort, no reference measurements were available. However, an attenuation factor 
could be estimated from data collected within the European Prospective Investigation into Cancer and Nutrition 
(EPIC), a large prospective study with more than 500 000 participants recruited in 10 European countries (Riboli 
et al., 2002). Reference measurements based on 24-hour recall data obtained from a subset of 36 994 participants 
were used to estimate an attenuation factor for food frequency questionnaire self-reported red meat intake of 0.51. 
(text continues on page 107)

 Example 4.22d. Regression calibration for adjustment for measurement error (continued) 

In the Swedish Mammography Cohort, the adjusted log hazard ratio was estimated as ln(1.20)/0.51 = 0.357; from 
this value, the adjusted hazard ratio may be estimated as exp(0.357) = 1.43. (text continues on page 107)

 Example 4.22e. Estimating an adjusted confidence interval with regression calibration 

In the Swedish Mammography Cohort, the unadjusted hazard ratio for colorectal cancer per increment of 100 g/day 
of red meat intake was reported as 1.20, with a 95% confidence interval of 0.99–1.45. Thus, the confidence 
interval for the log hazard ratio of 0.18 was ln(0.99) to ln(1.45), that is, from −0.01 to 0.37. The attenuation factor, 
λ, that was used for adjustment was 0.51. A simple approximate way of estimating the confidence limits for the 
adjusted log hazard ratio is to divide by λ, giving −0.02 to 0.73. Converting back to the hazard ratio scale, by 
exponentiating, gives a 95% confidence interval of 0.98–2.07 for the adjusted hazard ratio (recall that its value 
was 1.43). (text continues on page 109)
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estimating the attenuation factor, 
depending on the type of measure-
ment error (see Section 4 of Keogh 
et al., 2020). This description does not 
include other covariates in the expo-
sure–outcome model or in the ex- 
posure calibration model. Any other 
covariates that are included in the 
outcome model should also be 
included in the calibration model. In 
Example 4.22, and for most external 
validation data, the attenuation factor 
is derived from a calibration model 
that does not include the same covar-
iates as the outcome model. In that 
situation, the estimated attenuation 
factor must be regarded as an approx-
imation that may carry some bias.

Within the context of expert re- 
views, such as IARC Monographs 
evaluations, an important constraint 
is that the implementation of regres-
sion calibration must usually rely on 
external data, because attenuation 
factors are not reported for most 
studies. Therefore, the resulting ad- 
justed estimate of the association 
parameter should be regarded as a 
ballpark estimate. For an example 
of regression calibration carried out 
using the original study data, as rec- 
ommended wherever possible, see 
the description of a study of red meat 
consumption and colorectal cancer in 
Section 7.4.3.

Approximate upper and lower con- 
fidence limits for the adjusted associ-
ation can also be estimated. In math-
ematical notation, if L1 and L2 are the 
upper and lower confidence limits 
for the association parameter β1 (in 
Example 4.22, the log hazard ratio), 
then the adjusted confidence limits 
are L1/λ and L2/λ (Example 4.22e).

As shown in Example 4.22e, the 
regression calibration adjustment 
makes the confidence interval wider, 

expressing the extra uncertainty in 
the estimated association caused 
by the measurement error. Note also 
that, using this method, if the unad-
justed confidence interval for the 
association covers the null value, the 
adjusted confidence interval will still 
cover the null value. Thus, in general, 
this ballpark adjustment will not alter 
the judgement of whether the asso-
ciation is statistically significant, but, 
importantly, it will provide a better 
understanding of the likely magnitude 
of the association.

Note that this method of adjusting 
the confidence interval for the asso-
ciation is approximate and does not 
take into account the uncertainty in 
the estimate of the attenuation factor, 
λ. Rosner et al. (1989) give a method 
of incorporating this uncertainty into 
the confidence interval, which makes 
the interval still wider than the one 
estimated from the simple method 
provided here. For expert reviews in 
which access to original study data 
is lacking, the method of Rosner 
et al. (1989) could be used, but only 
when the attenuation factor estimate 
that is available is accompanied by 
an estimate of its standard error. In 
mathematical notation, suppose that 
the standard error of λ is s and the 
standard error of the unadjusted esti-
mate of the association parameter 
β1 is se, and that its 95% confidence 
limits, as before, are denoted by L1 
and L2. Then the lower confidence 
interval of the adjusted association 
parameter is given by

Chapter 4 equations

Equation (4.1):

𝐴𝐴𝐴𝐴 =
𝑎𝑎𝑎𝑎 − 𝑁𝑁𝑁𝑁1(1 − sp1)

se1 + sp1 − 1

Equation (4.3):

𝐶𝐶𝐶𝐶 =
𝑐𝑐𝑐𝑐 − 𝑁𝑁𝑁𝑁0(1 − sp0)

se0 + sp0 − 1

Equation (E4.4):

variance (ln(OR)) =
𝑁𝑁𝑁𝑁1𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(se1 + sp1 − 1)2

(𝑁𝑁𝑁𝑁1se1 − 𝑎𝑎𝑎𝑎)2(𝑁𝑁𝑁𝑁1sp1 − 𝑎𝑎𝑎𝑎)2 +
𝑁𝑁𝑁𝑁0𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(se0 + sp0 − 1)2
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Equation (E4.8):
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1 − specificity sensitivity �

Equations in Example 4.24:

(1) Risk model
𝑎𝑎𝑎𝑎~Binomial(𝑁𝑁𝑁𝑁1, 𝑝𝑝𝑝𝑝1∗)

𝑐𝑐𝑐𝑐~Binomial(𝑁𝑁𝑁𝑁0, 𝑝𝑝𝑝𝑝0∗)

OR∗ =

𝑝𝑝𝑝𝑝1∗
1 − 𝑝𝑝𝑝𝑝1∗
𝑝𝑝𝑝𝑝0∗

1 − 𝑝𝑝𝑝𝑝0∗

(2) Bias model
𝑝𝑝𝑝𝑝1∗ = 𝑝𝑝𝑝𝑝1𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝1)

𝑝𝑝𝑝𝑝0∗ = 𝑝𝑝𝑝𝑝0𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝0)

 
(4.5)

and the upper confidence interval is 
given by
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𝑐𝑐𝑐𝑐 − 𝑁𝑁𝑁𝑁0(1 − sp0)

se0 + sp0 − 1

Equation (E4.4):
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Equation (E4.8):

𝜫𝜫𝜫𝜫 = � specificity 1 − sensitivity
1 − specificity sensitivity �

Equations in Example 4.24:

(1) Risk model
𝑎𝑎𝑎𝑎~Binomial(𝑁𝑁𝑁𝑁1, 𝑝𝑝𝑝𝑝1∗)

𝑐𝑐𝑐𝑐~Binomial(𝑁𝑁𝑁𝑁0, 𝑝𝑝𝑝𝑝0∗)

OR∗ =

𝑝𝑝𝑝𝑝1∗
1 − 𝑝𝑝𝑝𝑝1∗
𝑝𝑝𝑝𝑝0∗

1 − 𝑝𝑝𝑝𝑝0∗

(2) Bias model
𝑝𝑝𝑝𝑝1∗ = 𝑝𝑝𝑝𝑝1𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝1)

𝑝𝑝𝑝𝑝0∗ = 𝑝𝑝𝑝𝑝0𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝0)

  
(4.6)

When s, the standard error of λ, is 
set to zero, the formulae revert to 
the adjusted limits L1/λ and L2/λ given 
by the simpler method described 
previously.

To conclude this subsection, note 
that caution must be taken in using 
attenuation coefficients from sub- 
studies that use a self-report instru-
ment, albeit one that is more accu-
rate than the main study self-report 
instrument, as a reference measure. 
In the example of the EPIC study 
given here, 24-hour recall data were 
used as a reference measure for a 
food frequency questionnaire. The 
errors on two self-report instruments 
will often be correlated, introducing 
bias in the estimate of the attenua-
tion coefficient. However, in dietary 
studies there is usually no feasible 
alternative, except for a limited num- 
ber of nutrients, such as energy, 
protein, potassium, and sodium, for 
which reference biomarkers can be 
used.

(b) Categorized measure of 
exposure: mobile phone use  
and gliomas

The ballpark adjustment using the 
attenuation factor, as described in 
Section 4.3.6(a), is applicable when 
the exposure variable used in the 
exposure–outcome association mod- 
el is continuous. However, the expo-
sure–outcome association parameter 
is often expressed in terms of catego-
rized exposure variables, for example 
when the continuous exposure is 
transformed into quintiles of its distri-
bution. In nutritional epidemiology, it 
is quite common to report the relative 
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risk of a disease in the highest quintile 
of the dietary intake compared with 
the lowest quintile.

Example 4.23 illustrates this type 
of adjustment.

4.3.7 Tool E-12: other methods 
for quantifying bias

In this section, three methods that are 
commonly used to adjust estimates 
for exposure measurement error – 
simulation extrapolation (SIMEX), the 
Bayesian method, and multiple im- 
putation – are described in Side 
Boxes 4.2, 4.3, and 4.4, as other 
methods for quantifying bias due to 
exposure measurement error. How- 
ever, because these approaches gen- 
erally require individual-level data, 
they are only briefly outlined here 
with regard to summary-level data. 

Table 4.8 describes the process 
descriptions and situations in which 
these methods are preferable to 
those described previously.

4.4 Outcome misclassification

4.4.1 Non-differential outcome 
misclassification

In cancer epidemiology studies, out- 
come misclassification is not as 
common an issue as exposure mis- 
classification but may still occur under 
some circumstances (Example 4.26).

Like mismeasurement of the expo-
sure, misclassification or measurement 
error in the outcome can also bias 
results in epidemiological studies. 

The approximate adjustment is 
achieved by using, in place of 
the attenuation coefficient, the 
correlation coefficient between 
the continuous true and ob-
served exposures (Kipnis and 
Izmirlian, 2002), sometimes 
referred to as the validity coef-
ficient. In other words, for cate-
gorized exposures, the associ-
ation parameter estimated from 
the observed exposure can be 
adjusted for measurement error 
by dividing the estimate by the 
correlation coefficient, instead of 
by the attenuation factor. 

Key message

 Example 4.23. Bias adjustment for misclassified categorical exposures

Momoli et al. (2017, Table 5) analysed the Canadian data of the 13-country case–control Interphone study 
(INTERPHONE Study Group, 2010), reporting an estimated odds ratio of 2.0 (95% CI, 1.2–3.4) for glioma among 
the category of participants reporting a lifetime cumulative mobile phone use of more than 558 hours, compared 
with a reference category (reporting never use, irregular use, use only within a year before the reference date, 
or use only with a hands-free device). The odds ratio estimate was derived from a conditional logistic regression 
model, adjusting for age, sex, region, education level, and interview lag. The simple ballpark adjustment of this 
odds ratio estimate for non-differential random error in exposure measurements is considered here.

Recall that the estimated association parameter is to be divided by the correlation coefficient between measured 
and true exposure. Vrijheid et al. (2006) describe a validation study in which data from 672 Interphone participants 
who reported cumulative hours of mobile phone use were compared with records obtained from their network 
operators, assumed to be their true exposure. The study-wide correlation coefficient between reported and true 
use measured on the logarithmic scale was 0.69, where recall was approximately 6 months after the actual use.

To perform the adjustment, first the odds ratio (2.0) and its confidence limits (1.2, 3.4) are converted to the 
natural log scale, because they are originally estimated from a logistic regression model:

ln OR = 0.69;  95% CI = (0.18, 1.22) (E4.5)

These values are then divided by the correlation coefficient, 0.69:

adjusted ln OR = 1.00;  adjusted 95% CI = (0.26, 1.77) (E4.6)

Finally, these values are converted back to the original scale, by taking their exponent:

adjusted OR = 2.7;   adjusted 95% CI = (1.3, 5.9) (E4.7)

Thus, after adjusting for non-differential random measurement error, the estimated odds ratio is increased from 2.0 
to 2.7, and its confidence interval is considerably wider, especially at the upper end. (text continues above)
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Table 4.8. Methods of adjustment for measurement error and situations in which they may be preferred

Method Process description Preferable in the following situations

Probabilistic bias 
analysis

Bias parameters are simulated. Original study data are unavailable 
Bias model is known

MC-SIMEX Increasing misclassification is simulated. Exposure variable with more than two categories 
Multiple regression models

Bayesian method Bias parameters, risk parameters, and other model 
parameters are simulated.

Integration of prior knowledge about model 
parameters other than bias parameters 
Flexible specification of the model beyond standard 
choices

Multiple imputation The missing true exposure values are simulated. Internal validation data are available 
Flexible specification of the risk model 
Bias model is unknown

MC-SIMEX, simulation extrapolation for misclassification.

 Side Box 4.2. Simulation extrapolation for misclassification (MC-SIMEX) 

In general, SIMEX (Cook and Stefanski, 1994) is a two-step approach: simulation and extrapolation. In the 
simulation step, the relation between the magnitude of the measurement error and the unadjusted risk estimate is 
approximated. For this purpose, the unadjusted regression model (e.g. a logistic regression model) is estimated 
several times using exposure data with gradually increasing measurement error. In the extrapolation step, the 
relation between the magnitude of the measurement error and the unadjusted risk estimates is extrapolated to the 
situation with no measurement error, yielding the error-adjusted risk estimate (see Fig. 4.3).

Fig. 4.3. Risk estimation using simulation extrapolation (SIMEX). Solid circles, unadjusted risk estimates based 
on observed and simulated data. Open circle, adjusted risk estimate. Solid line, model for the relation between the 
magnitude of the measurement error and the unadjusted risk estimates. Dashed line, extrapolation of the model 
to the situation with no measurement error.



112

It is worth emphasizing that, as with 
non-differential exposure misclassi-
fication, bias towards the null from 
non-differential outcome misclassi-
fication is only an expectation; the 
results from an individual study could 
be biased away from the null due to 
random error.

In epidemiological studies of can- 
cer, outcome misclassification may 
arise for several reasons. In studies 
that rely on cancer or death certifi-
cate registries, misclassification can 
result from error-prone data in the 

registries related to changes in diag- 

nostic codes, incomplete data, or data 

coding errors. For certain cancers, 

there may also be problems with 

imperfect sensitivity and specificity 

(Example 4.27).

Outcome misclassification can 

also result when tumour character-

istics are overlooked, for example 

histological subtype or hormone 

receptor status (e.g. breast cancer) 

or aggressiveness (e.g. prostate 

cancer), which can have different risk 

factors, or from cancer misdiagnosis 

(e.g. peritoneal mesothelioma misdi-

agnosed as ovarian cancer), as in 

Example 4.28. This will be problem-

atic if an exposure is exclusively or 

disproportionately associated with 

only one cancer subtype.

4.4.2 Differential outcome 
misclassification

Outcome classification errors that are 
differential with respect to exposure 
can bias results in either direction 
(Example 4.29).

4.4.3 Quantitative assessment 
of bias due to outcome 
misclassification

The methods described in Sec- 
tions 4.3.1 and 4.3.2 can also be 
used to conduct sensitivity analyses 
of outcome misclassification based 
on assumptions about sensitivity 
and specificity or using data from 
a validation study (Gilbert et al., 
2016). Analyses based on the cancer 
screening history of study subjects 
can also help to capture the magni-
tude of errors resulting from outcome 
misclassification (Example 4.30).

Bias from outcome misclassifica-
tion is generally expected to be 
towards the null if the errors are 
non-differential with respect to 
exposure (i.e. there is no associ-
ation between exposure and the 
misclassification errors). 

Key message

 Side Box 4.2. Simulation extrapolation for misclassification (MC-SIMEX) (continued)

The SIMEX for misclassification (MC-SIMEX) method is based on the SIMEX concept; the main differences are 
that the error-prone variable X * is a discrete variable with k categories and that the magnitude of the measurement 
error is specified by the k × k misclassification matrix Π (Küchenhoff et al., 2006). In the situation of a single 
misclassified binary variable, the misclassification matrix can be determined using sensitivity and specificity:

Chapter 4 equations

Equation (4.1):

𝐴𝐴𝐴𝐴 =
𝑎𝑎𝑎𝑎 − 𝑁𝑁𝑁𝑁1(1 − sp1)
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Equation (4.3):

𝐶𝐶𝐶𝐶 =
𝑐𝑐𝑐𝑐 − 𝑁𝑁𝑁𝑁0(1 − sp0)

se0 + sp0 − 1

Equation (E4.4):

variance (ln(OR)) =
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Equation (E4.8):
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Equations in Example 4.24:

(1) Risk model
𝑎𝑎𝑎𝑎~Binomial(𝑁𝑁𝑁𝑁1, 𝑝𝑝𝑝𝑝1∗)

𝑐𝑐𝑐𝑐~Binomial(𝑁𝑁𝑁𝑁0, 𝑝𝑝𝑝𝑝0∗)

OR∗ =

𝑝𝑝𝑝𝑝1∗
1 − 𝑝𝑝𝑝𝑝1∗
𝑝𝑝𝑝𝑝0∗

1 − 𝑝𝑝𝑝𝑝0∗

(2) Bias model
𝑝𝑝𝑝𝑝1∗ = 𝑝𝑝𝑝𝑝1𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝1)

𝑝𝑝𝑝𝑝0∗ = 𝑝𝑝𝑝𝑝0𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝0)

 
(E4.8)

The two steps in MC-SIMEX are simulation and extrapolation (Küchenhoff et al., 2006).
• Simulation: Simulate data with gradually increasing misclassification by reclassifying the observed data. 

Estimate the unadjusted regression model for each magnitude of misclassification.
• Extrapolation: Fit a parametric model for the unadjusted risk estimates depending on the magnitude of 

misclassification. Extrapolating this model to the situation with no misclassification yields the error-adjusted 
risk estimate.

Applications of this method can be found, for example, in Heid et al. (2008), Slate and Bandyopadhyay (2009), 
and Costas et al. (2015).

In contrast to the previously mentioned methods, MC-SIMEX can be used for an exposure variable with more 
than two categories and for multiple regression models. In addition, the approach to bias analysis with MC-SIMEX 
is very different from other bias analysis methods: all the necessary information about the misclassification is 
given in the misclassification matrix, so there is no need to specify a bias model. (text continues on page 110)
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 Side Box 4.3. Bayesian methods for error adjustment

A Bayesian approach allows for a very flexible consideration of the uncertainty regarding the bias parameters (e.g. 
dependencies between bias parameters). Bayesian approaches are used to estimate the distribution of the model 
parameters of interest from the prior distributions of the unobserved quantities and the data. A Bayesian model for 
quantifying bias consists of three model components (Fox et al., 2021):

• the risk model, i.e. the regression model, for the observed data;
• the bias model, i.e. the model describing the relation of the parameters in the risk model for the observed data  

and the corresponding error-free parameters; and
• the prior distributions for the unobserved quantities.
The prior distributions for the bias parameters included in the third model component correspond to the 

probability distributions for the bias parameters in the probabilistic bias analysis (Section 4.3.5). We chose trun- 
cated normal distributions for this example, but non-truncated normal distributions will generally be preferred. 
Application of both the Bayesian and probabilistic approaches requires a high degree of understanding and care 
(Fox et al., 2021).

The Bayesian model components for non-differential exposure misclassification in a case–control study are 
given in Example 4.24. The numbers of people observed to be exposed among case and control participants 
are modelled using binomial distributions, providing the odds ratio as a risk measure in the risk model. The 
relations between the proportions of the truly exposed and those observed to be exposed among case and control 
participants are described using sensitivity and specificity as bias parameters in the bias model. Because the error 
is non-differential, sensitivity and specificity do not differ between case and control participants. Independent beta 
distributions are chosen as prior distributions for the sensitivity and specificity.

This Bayesian model for quantifying bias includes both the parameters of the risk model, from which the 
carcinogenic risk estimate can be derived, and the bias parameters. In addition to prior information about the bias 
parameters, which is equivalent to the distribution placed on the sensitivity and specificity in probabilistic bias 
analysis, Bayesian methods can use prior distributions of other parameters (e.g. the risk parameter). Because 
Bayesian methods themselves already involve iterative sampling of data and parameters, their application for 
quantifying bias comprises only a single modelling step, which accounts simultaneously for the uncertainties in the 
parameters of the risk model and the bias parameters. More details on the difference between the Bayesian and 
probabilistic approaches to quantifying bias due to exposure misclassification can be found in Chu et al. (2006), 
MacLehose and Gustafson (2012), and Corbin et al. (2017). (text continues on page 110)

Example 4.24. Bayesian model components for non-differential exposure misclassification in a case–control study

Observed data

a Number of people observed to be exposed among case participants N1 Number of case participants
c Number of people observed to be exposed among control participants N0 Number of control participants
(1) Risk model (2) Bias model (3) Prior distributions
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�̈�𝑠𝑠𝑠2
− 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�

Equation (4.6):

𝐿𝐿𝐿𝐿2
𝜆𝜆𝜆𝜆

+ �
1.96
𝜆𝜆𝜆𝜆
���𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2 +

𝛽𝛽𝛽𝛽12𝑠𝑠𝑠𝑠2

�̈�𝑠𝑠𝑠2
− 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�

Equation (E4.8):

𝜫𝜫𝜫𝜫 = � specificity 1 − sensitivity
1 − specificity sensitivity �

Equations in Example 4.24:

(1) Risk model
𝑎𝑎𝑎𝑎~Binomial(𝑁𝑁𝑁𝑁1, 𝑝𝑝𝑝𝑝1∗)

𝑐𝑐𝑐𝑐~Binomial(𝑁𝑁𝑁𝑁0, 𝑝𝑝𝑝𝑝0∗)

OR∗ =

𝑝𝑝𝑝𝑝1∗
1 − 𝑝𝑝𝑝𝑝1∗
𝑝𝑝𝑝𝑝0∗

1 − 𝑝𝑝𝑝𝑝0∗

(2) Bias model
𝑝𝑝𝑝𝑝1∗ = 𝑝𝑝𝑝𝑝1𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝1)

𝑝𝑝𝑝𝑝0∗ = 𝑝𝑝𝑝𝑝0𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝0)

Unadjusted risk estimate:

Chapter 4 equations

Equation (4.1):

𝐴𝐴𝐴𝐴 =
𝑎𝑎𝑎𝑎 − 𝑁𝑁𝑁𝑁1(1 − sp1)

se1 + sp1 − 1

Equation (4.3):

𝐶𝐶𝐶𝐶 =
𝑐𝑐𝑐𝑐 − 𝑁𝑁𝑁𝑁0(1 − sp0)

se0 + sp0 − 1

Equation (E4.4):

variance (ln(OR)) =
𝑁𝑁𝑁𝑁1𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(se1 + sp1 − 1)2

(𝑁𝑁𝑁𝑁1se1 − 𝑎𝑎𝑎𝑎)2(𝑁𝑁𝑁𝑁1sp1 − 𝑎𝑎𝑎𝑎)2 +
𝑁𝑁𝑁𝑁0𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(se0 + sp0 − 1)2

(𝑁𝑁𝑁𝑁0se0 − 𝑐𝑐𝑐𝑐)2(𝑁𝑁𝑁𝑁0sp0 − 𝑐𝑐𝑐𝑐)2

Equation (4.5):

𝐿𝐿𝐿𝐿1
𝜆𝜆𝜆𝜆
− �

1.96
𝜆𝜆𝜆𝜆
���𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2 +

𝛽𝛽𝛽𝛽12𝑠𝑠𝑠𝑠2

�̈�𝑠𝑠𝑠2
− 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�

Equation (4.6):

𝐿𝐿𝐿𝐿2
𝜆𝜆𝜆𝜆

+ �
1.96
𝜆𝜆𝜆𝜆
���𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2 +

𝛽𝛽𝛽𝛽12𝑠𝑠𝑠𝑠2

�̈�𝑠𝑠𝑠2
− 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�

Equation (E4.8):

𝜫𝜫𝜫𝜫 = � specificity 1 − sensitivity
1 − specificity sensitivity �

Equations in Example 4.24:

(1) Risk model
𝑎𝑎𝑎𝑎~Binomial(𝑁𝑁𝑁𝑁1, 𝑝𝑝𝑝𝑝1∗)

𝑐𝑐𝑐𝑐~Binomial(𝑁𝑁𝑁𝑁0, 𝑝𝑝𝑝𝑝0∗)

OR∗ =

𝑝𝑝𝑝𝑝1∗
1 − 𝑝𝑝𝑝𝑝1∗
𝑝𝑝𝑝𝑝0∗

1 − 𝑝𝑝𝑝𝑝0∗

(2) Bias model
𝑝𝑝𝑝𝑝1∗ = 𝑝𝑝𝑝𝑝1𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝1)

𝑝𝑝𝑝𝑝0∗ = 𝑝𝑝𝑝𝑝0𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝0)

Chapter 4 equations

Equation (4.1):

𝐴𝐴𝐴𝐴 =
𝑎𝑎𝑎𝑎 − 𝑁𝑁𝑁𝑁1(1 − sp1)

se1 + sp1 − 1

Equation (4.3):

𝐶𝐶𝐶𝐶 =
𝑐𝑐𝑐𝑐 − 𝑁𝑁𝑁𝑁0(1 − sp0)

se0 + sp0 − 1

Equation (E4.4):

variance (ln(OR)) =
𝑁𝑁𝑁𝑁1𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(se1 + sp1 − 1)2

(𝑁𝑁𝑁𝑁1se1 − 𝑎𝑎𝑎𝑎)2(𝑁𝑁𝑁𝑁1sp1 − 𝑎𝑎𝑎𝑎)2 +
𝑁𝑁𝑁𝑁0𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(se0 + sp0 − 1)2

(𝑁𝑁𝑁𝑁0se0 − 𝑐𝑐𝑐𝑐)2(𝑁𝑁𝑁𝑁0sp0 − 𝑐𝑐𝑐𝑐)2

Equation (4.5):

𝐿𝐿𝐿𝐿1
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1.96
𝜆𝜆𝜆𝜆
���𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2 +

𝛽𝛽𝛽𝛽12𝑠𝑠𝑠𝑠2
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Equation (4.6):

𝐿𝐿𝐿𝐿2
𝜆𝜆𝜆𝜆

+ �
1.96
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Equation (E4.8):

𝜫𝜫𝜫𝜫 = � specificity 1 − sensitivity
1 − specificity sensitivity �

Equations in Example 4.24:

(1) Risk model
𝑎𝑎𝑎𝑎~Binomial(𝑁𝑁𝑁𝑁1, 𝑝𝑝𝑝𝑝1∗)

𝑐𝑐𝑐𝑐~Binomial(𝑁𝑁𝑁𝑁0, 𝑝𝑝𝑝𝑝0∗)

OR∗ =

𝑝𝑝𝑝𝑝1∗
1 − 𝑝𝑝𝑝𝑝1∗
𝑝𝑝𝑝𝑝0∗

1 − 𝑝𝑝𝑝𝑝0∗

(2) Bias model
𝑝𝑝𝑝𝑝1∗ = 𝑝𝑝𝑝𝑝1𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝1)

𝑝𝑝𝑝𝑝0∗ = 𝑝𝑝𝑝𝑝0𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + (1 − 𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝)(1 − 𝑝𝑝𝑝𝑝0)

Error-adjusted risk estimate:

OR =

𝑝𝑝𝑝𝑝1
1 − 𝑝𝑝𝑝𝑝1
𝑝𝑝𝑝𝑝0

1 − 𝑝𝑝𝑝𝑝0

(3) Prior distributions
𝑝𝑝𝑝𝑝1~Beta(𝛼𝛼𝛼𝛼1,𝛽𝛽𝛽𝛽1)

𝑝𝑝𝑝𝑝0~Beta(𝛼𝛼𝛼𝛼2,𝛽𝛽𝛽𝛽2)

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠~Beta(𝛼𝛼𝛼𝛼3,𝛽𝛽𝛽𝛽3)

𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝~Beta(𝛼𝛼𝛼𝛼4,𝛽𝛽𝛽𝛽4)

Equation (E4.9):
𝜫𝜫𝜫𝜫1 = �0.83 0.21

0.17 0.79�

Equation (E4.10):
𝜫𝜫𝜫𝜫0 = �0.93 0.32

0.07 0.68�

OR =

𝑝𝑝𝑝𝑝1
1 − 𝑝𝑝𝑝𝑝1
𝑝𝑝𝑝𝑝0

1 − 𝑝𝑝𝑝𝑝0

(3) Prior distributions
𝑝𝑝𝑝𝑝1~Beta(𝛼𝛼𝛼𝛼1,𝛽𝛽𝛽𝛽1)

𝑝𝑝𝑝𝑝0~Beta(𝛼𝛼𝛼𝛼2,𝛽𝛽𝛽𝛽2)

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠~Beta(𝛼𝛼𝛼𝛼3,𝛽𝛽𝛽𝛽3)

𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝~Beta(𝛼𝛼𝛼𝛼4,𝛽𝛽𝛽𝛽4)

Equation (E4.9):
𝜫𝜫𝜫𝜫1 = �0.83 0.21

0.17 0.79�

Equation (E4.10):
𝜫𝜫𝜫𝜫0 = �0.93 0.32

0.07 0.68�

Source: Adapted from Fox et al. (2021).



114

 Side Box 4.4. Multiple imputation

Exposure measurement errors can be considered to be a problem of missing data: true exposure values are 
missing. Therefore, methods of accounting for missing data, such as multiple imputation, can be used to calculate 
error-adjusted estimates directly and to quantify bias due to exposure measurement error (Greenland, 2009). A 
prerequisite for the use of multiple imputation is the availability of adequate prior information on the true exposure 
values, usually in the form of internal validation data for a subset of individuals. From this, an imputation model 
for the true exposure is estimated in conjunction with the other study data (e.g. outcome and observed exposure). 
Random draws are generated based on the imputation model and serve as true exposure values (imputation). 
These are then used to calculate a risk estimate (estimation). Imputation and estimation are repeated several times, 
and the error-adjusted risk estimate is obtained by combining the risk estimates from the individual iterations, as 
shown in Example 4.25.

Example 4.25. Opium use and HNSCC – bias analysis for categorical data

Quantifying bias due to misclassification using SIMEX, the Bayesian method, or multiple imputation usually 
requires the original study data. Only a very few scientific publications provide sufficient information for the 
application of these methods. To provide insight into the application of the Bayesian method and SIMEX, 
we again examine the example from Sections 4.3.1–4.3.3 and 4.3.5 on differentially misclassified opium 
use and HNSCC (Mohebbi et al., 2021). Multiple imputation cannot be used, because of a lack of internal 
validation data; as a way of working around this constraint, artificial validation data were generated and 
multiple imputation could then be applied to the example in this section, using the artificial validation data 
that had been generated.

The three components of Bayesian bias analysis are the same as in the example in Side Box 4.3. To apply 
this model, one must specify these components. The risk model results from the original scientific publication, 
and the bias model results from theoretical considerations. The prior distributions are selected during the 
bias analysis. Because there is no prior knowledge about the true proportions of exposed individuals among 
case participants (p1) or among control participants (p0), uninformative uniform priors with parameters 0 and 
1 are chosen; this is equivalent to a beta distribution with both parameters equal to 1 (α1 = β1 = α2 = β2 = 1). 
Truncated normal distributions are used as the prior distributions for the bias parameters, i.e. sensitivity and 
specificity among case and control participants. As in Section 4.3.5, the distribution parameters are derived 
from the validation study of Rashidian et al. (2017). The parameters of the normal distribution are specified 
by the parameters of the approximate normal distribution of the bias parameter estimate, and the normal 
distribution is truncated at the limits of the 95% confidence interval of the bias parameter estimate, as shown 
in Table 4.9.

Table 4.9. Distribution of the bias parameters for sensitivity and specificity, using the truncated normal 
distribution

Bias parameter Expectation (%) Distribution parameters of the truncated normal distribution

Standard deviation Minimum (%) Maximum (%)

se1 79 0.054 00 66 89
sp1 83 0.033 77 76 90
se0 68 0.076 96 50 82
sp0 93 0.021 42 87 96

se0, sensitivity for control participants; se1, sensitivity for case participants; sp0, specificity for control participants; sp1, specificity for 
case participants.
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 Side Box 4.4. Multiple imputation (continued)

Example 4.25. Opium use and HNSCC – bias analysis for categorical data (continued)

With these choices, the error-adjusted odds ratio is 7.66. Because truncated normal distributions were 
chosen as the prior distributions, the result differs from that of the probabilistic bias analysis (where the error-
adjusted odds ratio is 8.66), even though uninformative priors were chosen for p1 and p0.

To apply the MC-SIMEX method, one must calculate the unadjusted regression model, in this situation, a 
logistic regression model, and specify the misclassification matrices for case participants,

OR =

𝑝𝑝𝑝𝑝1
1 − 𝑝𝑝𝑝𝑝1
𝑝𝑝𝑝𝑝0

1 − 𝑝𝑝𝑝𝑝0

(3) Prior distributions
𝑝𝑝𝑝𝑝1~Beta(𝛼𝛼𝛼𝛼1,𝛽𝛽𝛽𝛽1)

𝑝𝑝𝑝𝑝0~Beta(𝛼𝛼𝛼𝛼2,𝛽𝛽𝛽𝛽2)

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠~Beta(𝛼𝛼𝛼𝛼3,𝛽𝛽𝛽𝛽3)

𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝~Beta(𝛼𝛼𝛼𝛼4,𝛽𝛽𝛽𝛽4)

Equation (E4.9):
𝜫𝜫𝜫𝜫1 = �0.83 0.21

0.17 0.79�

Equation (E4.10):
𝜫𝜫𝜫𝜫0 = �0.93 0.32

0.07 0.68�

 

(E4.9)

and control participants,

OR =

𝑝𝑝𝑝𝑝1
1 − 𝑝𝑝𝑝𝑝1
𝑝𝑝𝑝𝑝0

1 − 𝑝𝑝𝑝𝑝0

(3) Prior distributions
𝑝𝑝𝑝𝑝1~Beta(𝛼𝛼𝛼𝛼1,𝛽𝛽𝛽𝛽1)

𝑝𝑝𝑝𝑝0~Beta(𝛼𝛼𝛼𝛼2,𝛽𝛽𝛽𝛽2)

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠~Beta(𝛼𝛼𝛼𝛼3,𝛽𝛽𝛽𝛽3)

𝑠𝑠𝑠𝑠𝑝𝑝𝑝𝑝~Beta(𝛼𝛼𝛼𝛼4,𝛽𝛽𝛽𝛽4)

Equation (E4.9):
𝜫𝜫𝜫𝜫1 = �0.83 0.21

0.17 0.79�

Equation (E4.10):
𝜫𝜫𝜫𝜫0 = �0.93 0.32

0.07 0.68�
 

(E4.10)

With the unadjusted regression model and the misclassification matrix, an error-adjusted odds ratio of 6.8 
is obtained, using the R package simex (Lederer et al., 2019). (text continues on page 110)

 Example 4.26. Non-differential outcome misclassification in studies of low-dose ionizing radiation

Linet et al. (2020) reviewed the potential for misclassification of leukaemia and all-cancer diagnosis in 26 studies 
of low-dose radiation exposure. False-negatives (underdiagnoses) were likely in only 2 of the 17 cancer incidence 
studies and 2 of the 9 mortality studies. False-positives (overdiagnoses) were likely in only one of the cancer 
incidence studies. Issues with the accuracy of the diagnoses were found in only two studies. (text continues on 
page 110)

 Example 4.27. Non-differential outcome misclassification from underdiagnosis of prostate cancer

Bell et al. (2015) found the prevalence of incidental prostate cancer at autopsy to range from 5% (95% CI, 3–8%) 
at age < 30 years to 59% (95% CI, 48–71%) at age > 79 years. This may mean that undiagnosed prostate cancers 
are often classified as non-cases; this possibility is often overlooked in both cohort and case–control studies. (text 
continues on page 112)
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4.5 Summary

Errors in the measurement of both 
exposures and outcomes are potential 
sources of information bias in epide-
miological studies. The errors for 
exposure measurement may be due 
to either misclassification (for a cate- 
gorical classification) or mismea-
surement (for a continuous measure). 
Unless exposure is measured pro- 
spectively, epidemiological studies of 
exposures associated with cancer risk 
are particularly prone to this source 
of bias, because many cancers have 

a long latency (time since first expo-
sure) period (e.g. > 20 years), and 
therefore the relevant exposures may 
have occurred many years earlier. 
Misclassification or mismeasurement 
of cancer outcomes is less common 
but may occur when mortality data 
rather than incidence data are used, 
when case ascertainment is low (e.g. 
because of poor access to diagnostic 
health care), when a diagnostic test 
is used that has poor sensitivity 
and specificity (e.g. for prostate 
cancer), or because of changes in 
diagnostic categories over time (e.g. 

for mesothelioma or lymphatic and 
haematopoietic neoplasms).

Table 4.10 summarizes the ex- 
pected direction of the bias for  
different types of error. If the errors in 
exposure measurement are random 
and non-differential with respect to 
disease status, the resulting infor-
mation bias would be expected to 
be towards the null in studies with a 
binary (yes or no) exposure. However, 
the bias can be in either direction if 
the analysis includes more than two 
categories of exposure (e.g. high, 
medium, or low); in this situation, 

 Example 4.28. Non-differential outcome misclassification of tumour subtypes

Night shift work was seen to be more strongly associated with high-grade prostate cancer than with low-grade 
tumours (Papantoniou et al., 2015); however, there is evidence that, among proven cases of prostate cancer, 
detection of high-grade cancer has a sensitivity of 72% and a specificity of 92% upon initial diagnosis. If these 
errors are non-differential with respect to the exposure, then the expectation is that the association will be biased 
towards the null. (text continues on page 112)

 Example 4.29. Differential outcome misclassification among firefighters

An increased risk of prostate cancer could be observed in studies of firefighters, because they are likely to undergo 
more medical screening than the general population used as the referent (DeBono et al., 2023). This was an 
important consideration in the IARC Monographs Working Group’s determination that there was limited evidence 
for a causal association between occupational exposure as a firefighter and prostate cancer (IARC, 2023). (text 
continues on page 112)

 Example 4.30. Sensitivity analysis for outcome misclassification

In a study of night shift work and prostate cancer, analyses were conducted excluding control participants who 
had not recently been screened for this cancer and who therefore had a greater likelihood of having undetected 
prostate cancer. The findings from this study were not altered, suggesting that the lack of an association between 
night shift work and prostate cancer in this study was not due to the inclusion of unrecognized cases of prostate 
cancer in the control group (Barul et al., 2019). (text continues below)
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misclassification of exposure is most 
likely to result in overestimation of risk 
in an intermediate exposure category 
but underestimation in the highest 
exposure category, and there can 
even be a change in the direction of 
the slope across exposure categories 
under certain conditions (Dosemeci 
et al., 1990; Weinberg et al., 1994). 
Thus, categorization of a non-dif-
ferentially misclassified continuous 

exposure variable can result in differ-
ential misclassification (Flegal et al., 
1986). The bias can also be in either 
direction if the errors are differential 
with respect to disease.

For continuous measures, the 
effect of measurement error depends 
on the error structure, which could 
involve combinations of systematic 
error and random error following 
classical, linear, or Berkson error 

structures. These error structures 
could be additive, multiplicative, or 
mixed. Classical errors occur when 
there is an erroneous measurement 
method that gives the correct value 
on average but yields a somewhat 
different value each time it is applied, 
sometimes larger than and some-
times smaller than the true expo-
sure. The bias arising from using an 
exposure measure that has classical 

Table 4.10. Summary of expected direction of bias in the effect estimate due to exposure misclassification and 
measurement error, and methods that may be used for correction or for assessing the potential magnitude of the 
biases using sensitivity analyses

Exposure 
metric

Error type Expected 
direction 
of biasa

Methods for 
adjustment

Data needed for 
adjustment

Comments

Binary  
(yes or no)

Non-differential Towards 
the null

Simple analysis Simple 2 × 2 table of 
results; 
se and sp from a 
validation study

Assumptions can be made about 
se and sp if a validation study is not 
available.

Differential Either 
direction

Multidimensional 
analysis

Simple 2 × 2 table of 
results; 
range of plausible se 
and sp

The range of se and sp can be 
a plausible range chosen by the 
investigator.

Probabilistic 
analysis

Simple 2 × 2 table of 
results; 
se and sp from a 
validation study; 
distribution of se 
and sp

Assumptions can be made about the 
bias parameters if data on se and sp 
are not available.

Multilevel Non-differential 
or differential

Either 
direction

MC-SIMEX Raw data; 
misclassification 
matrices from a 
validation study

Continuous Non-differential
   Classical Towards 

the null
Regression 
calibration

Data from a 
validation study

   Linear Either 
direction

Regression 
calibration

Data from a 
validation study

   Berkson Unbiased 
for linear 
models

No adjustment 
required

Non-linear models are generally close 
to unbiased if the outcome is rare. 
Berkson error is unbiased only if it is 
independent of other covariates.

Differential Either 
direction

Multiple 
imputation

Data from an internal 
validation study for 
case and non-case 
participants

MC-SIMEX, simulation extrapolation for misclassification; se, sensitivity; sp, specificity.
a The expected direction of the bias is what is generally expected to be observed over a large number of trials or studies. An individual study finding 
may or may not be biased in the direction expected, because of random variation.
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errors is expected to attenuate the 
slope of the exposure–response 
relation. A linear model describes 
an erroneous measurement method 
that, on average, does not give the 
correct value of the exposure (i.e. is 
biased). The effect of using an expo-
sure measure with errors that are 
linear could be in either direction, 
depending on whether the expected 
value of the exposure is less than 
or greater than the true exposure. 
Finally, the Berkson error model is 
similar to a classical error model in 
having a mean of zero but, unlike in 
the classical error model, the error 
is not independent of the true value. 
Berkson errors are common in occu-
pational studies where a group mean 
is used to describe the exposures 
of workers engaged in a particular 
job. Using exposure measurements 
that have a Berkson error struc-
ture does not generally bias the 
effect measures but does increase 
standard errors. It is noteworthy that 
a particular study may be subject to 
a combination of these three error 
types; in this situation, the direction 
of the bias may be difficult to predict.

Differential misclassification of ex- 
posure is a common concern in 
studies that rely on questionnaire 
data to assess exposure. This is a 
problem particularly in case–control 
studies, in which interviews are 
conducted after the case status is 
known. It is less often a concern in 
cohort studies, in which exposure 

information is generally assessed 
before the disease occurrence. Recall 
bias and interviewer bias can intro-
duce differential misclassification of 
exposure. Blinding of the interviewers 
to the case status makes interview 
bias unlikely but will usually have little 
effect on recall bias. Interviews of 
proxies (e.g. next of kin) are often used 
in case–control studies where the 
case participants are deceased; this 
may result in differential information 
bias (e.g. if the proxies of deceased 
case participants have poorer 
knowledge of the case participants’ 
exposures than the living control 
participants have of theirs). The effect 
of differential misclassification may 
be in either direction. Recall and inter-
viewer biases are usually away from 
the null because case participants 
are more likely than healthy control 
participants to recall their exposures, 
and interviewers may be more likely 
to question case participants more 
deeply than control participants for 
their exposure histories. Proxy inter-
viewees would generally be expected 
to be less likely than control partici-
pants to recall exposure, resulting in 
a bias towards the null.

There have been substantial devel-
opments in methods for assessing the 
magnitude of errors and adjusting for 
these biases. These methods, which 
are summarized in Table 4.10, may 
also be adapted for assessing and 
adjusting for errors in outcome clas-
sification. Some of these methods 

require the use of data from valida-
tion studies, in which the measure-
ment method used in the study is 
compared with a gold standard. 
Frequently, results from validation 
studies may not be available to an 
IARC Monographs Working Group 
or other expert reviewers. However, 
a description of these methods is 
included, in the anticipation that more 
investigators will perform valida-
tion studies in the future. Sensitivity 
analyses can be conducted in most 
instances to estimate the magnitude 
of the error where assumptions are 
made about the sensitivity and spec-
ificity of the measurement methods. 
These methods can apply to situa-
tions where the errors are non-dif-
ferential or differential with respect to 
exposure and can also be extended 
to include a range of plausible values 
of sensitivity and specificity. These 
simple methods can provide reviewers 
with some perspective on how large 
or small a true association might 
be. Biases for continuous measures 
of exposure can be corrected using 
regression calibration, using data from 
a validation study. Methods that re- 
quire access to the raw study data 
(e.g. multiple imputation), which will 
not generally be available to an ex- 
pert review group, are also discussed 
in Chapter 7.
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5.1 Introduction

Epidemiological studies are intended 
to obtain valid exposure effect esti-
mates for a target population (e.g. 
all women aged 20 years or older). 
In practice, specific epidemiological 
studies are, or at least should be, 
based on a clearly defined source 
population (e.g. all women in France 
aged 20 years or older), followed 
up over a clearly defined risk period 
(e.g. 2010–2020). However, it is 
rare for a study to include all of the 
source population over the entire 
risk period. In cohort studies, there 
could be incomplete recruitment at 
baseline, and some participants may 
be lost to follow-up. Case–control 
studies, by design, involve recruiting 
a sample of control participants from 
the source population, and there may 
also be incomplete recruitment of 

case or control participants; this may 
create selection bias if, as a result, 
the two groups are different from the 
full source population with respect to 
exposure status or level.

Selection bias is present when 
the effect estimate (e.g. the odds 
ratio [OR]) of the association between 
the exposure and the outcome in the 
study population is different from that 
in the source population, because of 
selective recruitment into the study or 
selective loss to follow-up. Thus, the 
defining characteristic of selection 
bias is that it occurs as a result of 
differences between the study popu-
lation and the source population from 
which it is selected. Selection bias 
can occur for a variety of reasons, 
either during initial recruitment from 
the source population (e.g. differential 
recruitment with respect to both the 
exposure and the outcome) or during 

follow-up (e.g. differential retention in 
the study). In a published paper, se- 
lection bias can be particularly dif- 
ficult to assess, for example by IARC 
Monographs Working Groups, be- 
cause few papers report the informa-
tion required to assess and quantify it.

Selection bias is distinct from 
issues of generalizability (or trans-
portability) (Richiardi et al., 2013). 
The terms representativeness, gener-
alizability, and transportability refer 
to comparisons between the target 
population and the source popula-
tion. In most studies, the concept 
of the target population is left unde-
fined, and there is no need to invoke 
some hypothetical target popula-
tion to validly design and analyse a 
study. Moreover, if an exposure has 
a non-null effect in a defined source 
population, or even in a specific 
study population, this is of concern in 

chapter 5.
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itself, irrespective of issues of trans-
portability. Thus, in theory, issues of 
transportability are usually not central 
to IARC Monographs reviewers, 
because the focus is generally on 
whether there is a non-null effect in 
any population, rather than the size 
of the effect in a specific popula-
tion. In contrast, evidence synthesis 
often does involve an assessment of 
consistency of results across studies, 
at least in qualitative rather than 
quantitative terms, and any major 
inconsistencies will require further 
consideration and explanation.

Selection bias is often confused 
with issues of representativeness 
(Munafò et al., 2018) but these 
are very different concepts (see 
Chapter 2). In fact, many important 
causal associations (e.g. smoking 
and lung cancer) have been discov-
ered or confirmed in studies involving 
particular subgroups of the general 
population, such as the classic study 
of smoking and lung cancer in British 
doctors (Hill and Doll, 1956). Thus, a 
study should not be assumed to suffer 
from selection bias simply because it 
is not based on a random sample of 
the general population.

According to this definition of se- 
lection bias, if information is obtained 
for all of the source population over 
the entire risk period, then the study 
population is the same as the source 
population; therefore, selection bias 
does not occur. Defined in this way, 
selection bias closely aligns with 
collider bias (see Chapter 2; Hernán 
et al., 2004; Pearce and Richiardi, 
2014), arising because it is only 
possible to analyse data for those who 
have been included in the study, and 

therefore the analysis is conditioned 
on selection into the study. Selection 
bias is not only the result of collider 
stratification. It can also occur when 
selection is associated with effect 
modifiers. Without stratification by, or 
standardization over, those modifiers, 
the effect estimated in such a study 
may be very different from the effect 
that would have been estimated in the 
source population. This type of selec-
tion bias may be less relevant in the 
context of cancer hazard identifica-
tion. Example 5.1 examines selection 
bias in a case–control study.

A primary question posed to 
expert reviewers, such as IARC 
Monographs Working Groups, in the 
context of hazard identification is, 
“Can we reasonably rule out selec-
tion bias as an explanation for an 
observed exposure–cancer associa-
tion?” This can be particularly difficult 
to assess, because most published 
studies provide little or no discussion 
of the potential for selection bias, in 
contrast to the usually more exten-
sive discussions of the potential for 
confounding (Chapter 3) or misclas-
sification (Chapter 4).

One exception to the typical lack of 
available information is the literature 
on the Interphone study (Cardis et al., 
2010); this example is used frequently 
in this chapter, although it is recog-
nized that this level and detail of infor- 
mation is usually not available to IARC 

Monographs Working Groups or other 
expert reviewers.

This chapter starts by discussing 
selection bias in cohort studies and 
then considers the additional forms of 
selection bias that can occur in case– 
control studies. Methods are then pre- 
sented for assessing selection bias in 
a published paper.

5.2 Identifying selection bias 
in cohort studies

Many cohort studies of cancer rely on 
the willingness of people to participate, 
both at baseline and during follow- 
up. Furthermore, the researchers may 
choose different inclusion and restric-
tion strategies in specific analyses 
that may also affect the composition 
of the study population. When re- 
viewing such studies, it is important to 
consider whether such selection may 
have biased the results. The relation 
of selection bias to other types of bias 
is defined in Chapter 2.

In general, important selection 
bias will occur if the selection 
(through either recruitment or 
loss to follow-up) is associated 
with both exposure and disease 
status together (e.g. if exposed 
case participants are more likely 
or less likely than other groups 
to be recruited) (Richiardi et al., 
2013). Therefore, this chapter 
focuses on the situation in which 
selection is associated with both 
exposure and disease.

Key message

Although selection bias is often 
the most mathematically simple 
bias for which estimates of effect 
(see Chapter 7) can be bias-
adjusted, the information needed 
for such bias adjustments is 
rarely available or reported in 
published papers.

Key message
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5.2.1 Non-response at baseline

The first stage at which selection 
bias may occur in a cohort study is 
in the initial recruitment into a study. 
As discussed in the previous section, 
if the entire source population is 
recruited, which may be the situation 
in a register-based study that does not 
rely on consent to participate, then 
selection bias cannot occur (at least 
at baseline). However, even if there 
is incomplete recruitment or partici-
pation, the study population can still 
provide unbiased effect estimates (or, 
at least, estimates that are unbiased 
by selection issues). For example, a 
study with a 40% response rate at 

baseline may nevertheless be almost 
completely unbiased if non-response 
is not associated with either expo-
sure or disease. Selection at base-
line that is related to a particular 
exposure (e.g. socioeconomic status 
[SES]) should not bias future results, 
as long as participation is not also 
associated with future disease status 
(e.g. if affluent people are more 
likely to participate than non-affluent 
people, but their participation is not 
related to whether they will or will not 
develop the disease being studied). 
However, if exposure and outcome 
jointly determine selection (e.g. 
affluent people who will eventually 
develop the disease are more likely 

to participate in the study, or non-af-
fluent people who will stay healthy 
are more likely to participate than 
others), this will result in a selection 
bias arising because the analysis 
includes only those who participated 
in the study (i.e. the analysis condi-
tions on participation in the study) 
(see Chapter 2 and Section 5.1). 
There is also the possibility of selec-
tion bias if, instead of the outcome 
itself, it is an outcome risk factor that 
determines selection at initial recruit-
ment, because that risk factor could 
alter the causal effect estimate in the 
study population, acting in the same 
way as a confounder (see Chapter 2). 

Example 5.1. Selection bias in a case–control study

Fig. 5.1 illustrates the occurrence of selection bias in a case–control study of opium use and bladder cancer, an 
example discussed in more detail later in this chapter. Chapter 2 introduced the use of directed acyclic graphs 
(DAGs) to ascertain the possible presence of selection bias. In this DAG, participation in the study is affected 
by both opium use and bladder cancer. Opium users may be more hesitant than non-opium users to participate 
in a study. People with bladder cancer (potential case participants) may be more likely than control subjects to 
participate in the study (e.g. because of their interest in the subject) or less likely to participate because of their 
illness status. A box is drawn around “Participation in the study” to indicate that all analyses condition on this factor 
(i.e. analyses are limited to this group). In this example, an opium use–bladder cancer association could be found 
in a study, even if one did not truly exist. Alternatively, if this were not a case–control study but, rather, included the 
entire source population, then selection bias could not occur, because everyone would be enrolled in the study and 
nothing could affect participation. Thus, whether someone had used opium or had bladder cancer would not affect 
participation in the study, and there would be no arrow from “Opium use” or ” “Bladder cancer” to “Participation in 
the study”. (text continues on page 125)

Fig. 5.1. Illustrative example of possible selection bias in a case–control study of opium use and bladder cancer.

Bladder 
cancer

Opium use

Participation 
in the study

Fig. 5.1
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However, such bias will usually be 
small, as shown in Example 5.2.

Side Box 5.1 outlines the key infor-
mation that should be reported to 
facilitate assessment of bias due to 
non-response at baseline.

Traditionally, in cohort studies, the 
assumption has been that because 
potential participants are not aware of 
their risk of future disease at baseline, 
this will not influence their decision to 
participate, and selection at baseline 
has been considered a minor problem 
compared with loss to follow-up, 
which may be jointly determined by 
exposure and outcome. However, 
this has been questioned in the UK 
Biobank study, for which the initial 
response rate was only 5.5%, and 
in which it was shown that participa-
tion in the study was related to some 
particular exposures and outcomes 
(Fry et al., 2017; Munafò et al., 2018). 

However, this bias would apply only 
to the cross-sectional analyses of 
the baseline data, and will usually be 
small (see Example 5.2).

Moreover, Richiardi et al. (2013) 
have argued that this type of selec-
tion bias will not occur in a cohort 
study if people with prevalent disease 
at baseline (or who are diagnosed 
soon after baseline) are excluded, 
assuming that other factors that 
influence participation do not also 
affect disease (see Example 5.3). 
This is possible in cohorts for which 
electronic health record-linked data 
are available; this would enable the 
identification of cases of disease that 
occur after recruitment. Therefore, for 
IARC Monographs Working Groups it 
is important to consider the probable 
latency period (usually assumed to 
be about 5 years for cancer) during 

which disease may be present but not 
yet diagnosed.

5.2.2 Loss to follow-up

Selection bias may also occur when 
loss to follow-up differs between 
exposed and unexposed people, 
because this is related to the ability to 
observe disease outcomes.

Selection bias occurring from 
loss to follow-up is perhaps of 
more concern than selection 
bias from recruitment in cohort 
studies (and in case–control 
studies based on them), because 
exposure, predictors of the 
outcome, and the outcome 
itself may now jointly determine 
participation.

Key message

Example 5.2. Magnitude of selection bias

Pizzi et al. (2011) demonstrated that when both the exposure and another risk factor that is independent from 
the exposure double the probability of selection into the study and the other risk factor also doubles the risk of 
the outcome, this selection bias will result in an observed relative risk of only 1.02 for the exposure–outcome 
association when the true relative risk is 1.0. Moreover, this bias can be corrected if the analyses are adjusted 
for the risk factors that determine the selection. In this example, it is assumed that the exposure is not associated 
with the other risk factor in the source population; if they were associated, the bias would be larger. (text continues 
above)

Side Box 5.1. Information that should be reported to enable the assessment of bias due to non-response at baseline

The key parameters that should be reported to enable the post-publication assessment of selection bias are the 
probability of participation in the study stratified on exposure and disease status. Unfortunately, these are rarely, 
if ever, available. In particular, for studies involving consent from the participants, this information will rarely be 
available for those who do not consent, although some information may be available from the sampling frame 
(e.g. some population registers include information on age and sex). Authors should report not only the overall 
response rate but also the response rates in key subgroups of interest by baseline exposure status. In addition, 
descriptive tables of participants and non-participants (with sex, SES, age, ethnic group, and major risk factors if 
possible) should be provided. (text continues above)
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Selection bias from loss to follow- 
up can also occur in randomized trials, 
even when the exposure (which in a 
randomized trial would be the inter-
vention) has been randomized at 
baseline. In particular, if there is loss 
to follow-up and this is jointly asso-
ciated with both exposure status and 
outcome status, then selection bias 
can result, because all analyses will 
include only those participants for 
whom there are follow-up data. When 
both the exposure and the outcome 

affect participation in follow-up, the 
structure of the bias is analogous to 
the DAG illustrated in Fig. 5.2. In this 
DAG, a predictor (V) of the exposure 
(X) causes loss to follow-up (L), and a 
separate predictor (U) of the outcome 
(Y) also causes loss to follow-up. An 
analysis that is restricted to those 
who are not lost to follow-up (L = 0) 
will suffer from selection bias, as illus-
trated by the fact that the backdoor 
pathway X–V–U–Y is unblocked in 
the DAG (as explained in Chapter 2). 

Without further analytical adjustments 
for loss to follow-up (such as analyt-
ical adjustment for V), the analysis of 
the effect of X on Y among L = 0 will 
be biased.

Such biases are usually diffi-
cult to assess in published studies, 
because the relevant information is 
often not available or not reported 
(Example 5.4 and Side Box 5.2). 
However, reviewers can draw a DAG, 
such as the DAG illustrated in Fig. 5.2, 
and determine whether the authors 

 Example 5.3. Assessing bias due to non-response at baseline in an occupational cohort study of flight  
   attendants

A study was conducted to evaluate the association of exposure to cosmic radiation and circadian disruptors with 
breast cancer risk in former flight attendants (Schubauer-Berigan et al., 2015). The response rate for inclusion in 
this study was 64.4%. Selection bias could have occurred if participation was related to employment characteristics 
as a flight attendant and also to the disease. The breast cancer incidence cohort of flight attendants was a subset 
of a cohort (the mortality cohort) of former flight attendants employed by Pan American World Airways (Pan Am) 
for at least 1 year, for which the main outcome considered was breast cancer mortality. The incidence cohort 
was assembled from the personnel records of Pan Am. Women (n = 9461) in the mortality cohort were invited to 
participate in the incidence cohort by completing a detailed telephone interview or mailed questionnaire (2002–
2005), which contained questions about their demographic information, work history, and non-occupational risk 
factors for breast cancer (e.g. reproductive history and use of alcohol, tobacco, and hormone replacement therapy 
[HRT]). The next of kin of deceased flight attendants were also contacted and were each invited to complete the 
questionnaire about the decedent. Duration of employment was closely correlated with estimated cumulative 
exposure to cosmic radiation.

After some minor exclusions, the incidence cohort included all the respondents to the telephone interview and 
mailed questionnaire (n = 6093 women, 64.4% of the 9461 eligible women in the mortality cohort); 2% of the cohort 
overall and 8% of those with breast cancer were deceased. The response rate for proxies of decedents (n = 134) 
was lower (41%) than among living cohort members (65%). For women who died after a breast cancer diagnosis, 
the response rate was similarly low (46%). The median duration of Pan Am employment based on workplace 
records among the respondents was 5.8 years and was slightly longer than for the mortality cohort (5.0 years), 
suggesting that long-term employees of Pan Am were more likely to respond to the questionnaire. Other major 
sociodemographic differences between participants and non-participants were very small (Pinkerton et al., 2016). 
Although there were some small differences in response rates between deceased and living cohort members, the 
overall potential selection with regard to breast cancer could be expected to be minimal, given the small number 
of decedents and the lack of major differences in major socioeconomic and exposure factors between participants 
and non-participants. The fact that the participants had worked slightly longer than the non-participants, and 
therefore had more shift work (which is a potential circadian disruptor and thus a possible risk factor for breast 
cancer), is unlikely to have resulted in large selection bias, unless breast cancer risk also affected participation in 
the study. (text continues on page 127)
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Fig. 5.2. DAG showing bias due to loss to follow-up in a cohort study: L, indicator for loss to follow-up; U, unmeasured 
covariate; V, measured covariate; X, exposure of interest; Y, outcome.

YX

L

V U

Fig. 5.2

 Example 5.4. Bias due to loss to follow-up in an occupational cohort study of flight attendants

Cancer follow-up is frequently based on existing cancer incidence or mortality records. However, national cancer 
incidence registries are available in only a small number of countries. When cancer incidence is not available 
through linkage to records, other follow-up methods are needed. An example is a study in the USA of breast 
cancer among Pan Am flight attendants (Schubauer-Berigan et al., 2015).

Breast cancer incidence in the flight attendant cohort was compared with that in the general population. The 
incidence cohort included 6093 women who responded to a questionnaire, of whom 134 were proxy respondents 
in the survey, mostly for deceased cohort members (see Example 5.3).

Information on incident breast cancers was first obtained through self-report of a cancer in the questionnaire. 
A medical record follow-back of each reported case of cancer was conducted by contacting the physician’s office, 
hospital, or other health-care organization in which the cancer diagnosis was made and obtaining supporting 
documentation of the diagnosis. Self-reported breast cancers that were refuted by a review of the medical records 
were not included, but reported cancers that were neither confirmed nor refuted were included. The incidence 
cohort was also linked to cancer registries in six states, based on the locations of the domiciles for the airline and 
on common states of residence for the cohort; 82% of the cases of breast cancer in the cohort were verified using 
medical record follow-back, cancer registry linkage, or both. Loss to follow-up could have occurred if a substantial 
proportion of the cohort lived in areas without a cancer registry. However, this did not seem to be the situation for 
this study. (text continues on page 128)

Side Box 5.2. Information that should be reported to enable the assessment of bias due to loss to follow-up

The ideal information that would be reported to enable investigators to determine the presence of bias due to loss 
to follow-up would be the distribution of exposure, outcome, and confounders, stratified by whether participants 
were lost to follow-up. Unfortunately, this information will not generally be available, and it will be impossible to 
know whether the outcome distribution differs by loss to follow-up, because such data are not collected from 
those who are lost to follow-up. Instead, investigators are limited to examining the distribution of exposures and 
confounders collected earlier in the study and evaluating whether there are differences in distributions between 
those who were and were not lost to follow-up. Any differences in loss to follow-up by the exposure or other key 
variables should be reported and treated as possible sources of selection bias. (text continues on page 128)
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adjusted for a sufficient set of vari- 
ables to reduce selection bias due 
to loss to follow-up. In the absence 
of such information, reviewers can 
conduct a sensitivity analysis for the 
probable extent and direction of selec-
tion bias (due to loss to follow-up) 
using the methods presented in 
Section 5.4.4.

5.2.3 Time-zero specification

In the previous section, it is assumed 
that the source population is followed 
up for the entire risk period, and that 
this risk period is properly defined. 
To explore this concept further, it is 
necessary to first define the concept of 
time zero. In a randomized controlled 
trial, this is the time at which a poten-
tial study participant meets all of 
the criteria for inclusion. The inclu-
sion criteria have been applied and 

treatment has been randomized; at 
this point, follow-up time (outcome 
recording) has begun (Hernán et al., 
2016). In a cohort study, one should 
attempt, as much as possible, to align 
these components, to define a time 
zero. Time-zero misalignment can 
sometimes create selection biases 
(Example 5.5).

5.2.4 Left truncation (prevalent 
exposures)

Left truncation can result when the 
effects of exposure occur fairly rapidly 
after first exposure but study partici-
pants are not studied from first expo-
sure. This situation is also known as 
prevalent exposures, i.e. when follow- 
up of participants begins after expo-
sure has begun, so cumulative (prev-
alent) exposure at enrolment is the 
starting point.

As shown in Example 5.6, haz- 
ardous effects have often been 
missed in cohort studies in which 
most study participants were only 
followed up from 10 or more years 
after first exposure. This type of bias 
can often lead to paradoxical results, 
as with HRT use: the people at highest 
risk die early, leaving the healthiest 
exposed people to be studied at 
later time points and suggesting an 
apparent beneficial effect of the expo-
sure when the study is limited to that 
group (Flanders and Klein, 2007). 
The direction and magnitude of the 
bias are highly context-specific. For 
example, in a cancer cohort study of 
an exposure with a long latency period 
(i.e. the time between exposure and 
disease induction), there may be little 
or no bias from left truncation (e.g. if 
the 5–10 years after first exposure 
are not included). In contrast, as 

Example 5.5. Identifying time zero in an occupational cohort study of flight attendants

In an occupational cohort study, if there is a requirement that eligible participants have worked in the industry for 
at least 1 month, then time zero will usually be a specified period (1 month) after the start of employment, and 
follow-up will start from that date. Bias will occur if follow-up time is counted from the start of employment, because 
person-time will then be counted for the eligibility period, but anyone who dies during that year will be excluded 
from the study. In the study of the Pan Am flight attendants described in Examples 5.3 and 5.4 (Schubauer-Berigan 
et al., 2015), participants were eligible for inclusion if they had been employed by the airline for at least 1 year. In 
the statistical analyses of the association between circadian disruption metrics and breast cancer, follow-up began 
no earlier than 1 year after the start of employment (other criteria for the start of follow-up were also applied). (text 
continues above)

 Example 5.6. Left truncation as a source of selection bias in studies of hormone replacement therapy

Hernán (2015) has identified left truncation as a source of selection bias in studies of the effects of HRT use in 
women, where cohort studies and randomized controlled trials initially yielded different findings, with the former 
showing protective effects and the latter showing increased risks from HRT use. Hernán (2015) showed that this 
was because the hazardous effects of exposure on cardiovascular disease occurred in the first 5–10 years after 
first exposure. (text continues above)
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shown in Example 5.6, for HRT use, 
left truncation would produce serious 
bias because the hazardous effects 
occurring 5–10 years after first expo-
sure would not be identified.

Cohort studies (and corresponding 
nested case–control studies) that 
involve left truncation (prevalent ex- 
posures) may suffer from selection 

bias (Danaei et al., 2012). However, 

Vandenbroucke and Pearce (2015a, 

b) have argued that although this 

form of selection bias can occur, the 

resulting effect is often trivial. This is 

particularly true for studies of out- 

comes, such as occupational cancer, 

where the induction time for the expo- 

sure to have an effect can be long 

(Example 5.7). Moreover, Vanden- 

broucke and Pearce (2015a, b) have 

shown that, provided the relevant in- 

formation is available for each period 

of time since first exposure, any such 

left truncation bias can be removed 

or minimized by stratifying on (and 

adjusting for) time since first ex- 

posure in the analysis (Side Box 5.3).

5.2.5 Insufficient follow-up

The corresponding problem of right 
truncation occurs when study par- 
ticipants are not followed up for a 
sufficiently long period after first 
exposure. For example, if a study 
involves a risk period of 10 years but 
is restricted to incident exposures 
(i.e. participants exposed for the first 
time during the risk period), then the 
maximum follow-up time after the 
first exposure for any study partici-
pant will be 10 years, which will be 
insufficient for most studies of cancer, 
particularly cancers with long latency, 
such as many solid tumours. This 
depends on the research question, 
but if, for example, the hypothesis is 
that the exposure can cause cancer 
10–25 years after first exposure and 

In cancer studies, left truncation 
is of concern mainly when the 
induction or latency period is 
likely to be short, for example 
for most childhood cancers and 
for some adult cancers, such as 
leukaemia, or when follow-up 
begins decades after the start of 
exposure.

Key message

Example 5.7. Left truncation in a population-based cohort study of breast cancer

In a cohort study of night shift work and breast cancer that was based on the Generations Study, middle-aged 
women were asked at baseline about their exposure to night shift work during the previous 10 years (Jones et al., 
2019). The study found no association between being a night shift worker within the previous 10 years and invasive 
breast cancer (hazard ratio [HR], 0.98; 95% confidence interval [CI], 0.85–1.14). Because of the left truncation 
in exposure assessment, long-duration night shift workers were included in the exposed group only if they had 
survived long enough to enter the 10-year recording period and if they were still working night shifts at that time. 
Furthermore, because night shift work is most common at young ages, the unexposed group could have included 
an unknown number of women who had worked night shifts at earlier periods in their lives. (text continues above)

Side Box 5.3. Information that should be reported to enable the assessment of bias due to left truncation

The key parameters that should be reported to enable the post-publication assessment of selection bias due to 
left truncation are the proportions of study participants who were affected by prevalent exposures at baseline and, 
ideally, for how long these participants had been exposed (minimum, median, and maximum) before follow-up 
started. Ideally, the reported findings should also be stratified by time since first exposure. For cancer, because of 
the relatively long induction or latency period, one would expect the exposure–disease association to vary over 
time since first exposure. In this situation, heterogeneity by time since first exposure is expected and may also 
account for differences between studies (e.g. if there were different distributions of time since first exposure in 
different studies). (text continues above)
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follow-up has been for only 10 years 
from first exposure, this represents a 
selection bias. Thus, Vandenbroucke 
and Pearce (2015a, b) argue for the 
inclusion of both incident and preva-
lent exposures, but with stratification 
on, and adjustment for, time since first 
exposure, if appropriate (Example 5.8 
and Side Box 5.4).

5.3 Identifying selection bias 
in case–control studies

The case–control design is a particu-
larly efficient approach for studying 
rare diseases that can be difficult to 
study prospectively because a large 
cohort size, a long follow-up period, 
or both would be required to accrue 
enough case participants and attain 
adequate statistical power. Popula- 
tion-based case–control studies can 
also be advantageous (Side Box 5.5), 
because they enable the study of 
exposures across the whole range of 

occupations and industries, whereas 
industry-based cohort studies tend to 
be focused on a restricted group of 
agents within a specific setting.

As noted earlier, if a cohort study is 
based on a particular population over 
a certain period, selection bias can 
occur from selection into the study, 
loss to follow-up, left truncation, or 
right truncation. All of these biases 
can occur in a corresponding case–
control study based on the same 
source population followed up over 
the same period. For example, if the 
source population for a cohort study is 
restricted to incident exposures (e.g. 
the newly employed inception cohort 
in a particular factory or industry) and 
the follow-up period is too short, bias 
due to right truncation can occur. A 
case–control study based on this 
source population and risk period will 
be affected by exactly the same bias.

Additional selection issues can 
arise in case–control studies, 

particularly because control partic-
ipants are selected from the source 
population and bias may occur as a 
result of this selection process. Bias 
may also occur if not all of the case 
participants in the source popula-
tion and risk period are selected for 
recruitment into the study. The focus 
here is on the inappropriate selection 
of case or control participants, and on 
non-participation of case and control 
subjects. It should be reiterated that 
it is important to distinguish selec-
tion bias from generalizability, as 
discussed in Section 5.1.

When evaluating the literature with 
regard to the potential for bias due 
to the selection of case or control 
participants, the ultimate focus will 
often be not only on whether there is 
bias but also on the potential direc-
tion and magnitude of the bias. This 
chapter first discusses the mecha-
nisms of potential bias, with some 
examples, before turning to the 

Example 5.8. Right truncation in the cohort of atomic bomb survivors in Japan

A classic example to examine the effects of latency and right truncation draws on the studies conducted among 
survivors of the atomic bombs in Hiroshima and Nagasaki, Japan. Because the radiation occurred at a known 
time point, this provides a useful example. In an analysis with follow-up from 1950 through 2000, Richardson et 
al. (2009) showed that there was no evidence of an association between radiation and lymphoma mortality during 
periods up to 35 years after irradiation. It was only during follow-up periods of 36–45 years and 46–55 years 
after irradiation that positive associations were observed, pointing to the need for long follow-up to avoid right 
truncation. (text continues above)

Side Box 5.4. Information that should be reported to enable the assessment of bias due to right truncation

The key parameters that should be reported to enable the post-publication assessment of selection bias due 
to right truncation are the minimum, median, and maximum lengths of follow-up for the study participants from 
baseline, as well as the corresponding times since first exposure. As with left truncation (see Side Box 5.3), to 
enable the assessment of possible bias due to right truncation, the findings should also be stratified by time 
since first exposure. Once again, heterogeneity by time since first exposure is to be expected for many cancer 
outcomes. (text continues above)
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question of direction and magnitude 
of bias in Section 5.4.4. The initial 
focus is on relatively simple selection 
mechanisms that enable the reader 
to intuit the implied direction of the 
bias. Section 5.4.4 gives more formal 
tools to determine the direction and 
magnitude of bias. Elsewhere in this 
book, biases are discussed in terms 
of being towards or away from the 
null. However, selection bias results 
in biases that are either upwards or 
downwards, and in this chapter the 
result of selection bias is referred 
to in those terms. For instance, an 
upward bias (which may result if 
exposed cases are more likely than 
unexposed cases to be enrolled in the 
study) could result in a true odds ratio 
of 1.5 being estimated as an odds 

ratio of 2.0, which is both upwards 
and away from the null. However, the 
same mechanism could bias a true 
odds ratio of 0.5 to an estimated odds 
ratio of 0.8, which is both upwards 
and towards the null.

5.3.1 Selection of case 
participants

(a) Source of case ascertainment

Ascertainment of all eligible case 
participants within a source popula-
tion can be achieved in several ways, 
such as using central registry infor-
mation that is continually updated to 
include incident cases, or conducting 
comprehensive active ascertainment 
of case participants across medical 
facilities (pathology departments, 

hospital registries, etc.). Referral by 
medical sources (treating physicians, 
clinics, etc.) alone may result in incom-
plete ascertainment of case partici-
pants. To avoid incomplete selection 
of case participants, information from 
several sources can be used for 
cross-validation (Example 5.9).

Depending on the approach being 
used, cases of more-aggressive or 
less-aggressive cancers may be 
missed (Example 5.10). Population-
based ascertainment of benign 
tumours, which are not necessarily 
included in central tumour registries, 
can pose a particular challenge. 
Ascertainment across a very large 
number of treating institutions may 
be necessary but is logistically diffi-
cult (Example 5.11).

Example 5.9. Cross-validation to improve ascertainment of case participants

To improve the accuracy of case ascertainment of brain tumours in the Interphone study, most study centres used 
one or more secondary information sources, including medical archives, hospital discharge and billing files, and 
hospital or regional cancer registries (Cardis et al., 2007). (text continues above)

Side Box 5.5. The population-based case–control study Interphone

Within the four main themes considered in this book to illustrate the concepts of interest (red meat consumption, 
opium consumption, radiofrequency electromagnetic field (RF-EMF) radiation, and night shift work), examples 
are often drawn from the Interphone study of RF-EMF radiation exposures (Cardis et al., 2010). This carefully 
conducted multicentre study included several ancillary and detailed analyses to rule out potential biases. While 
the study is cited here for illustrative purposes, this should not be considered as a judgement on the quality of the 
study but, rather, reflects the extensive attention given to methodological issues in the study. Therefore, the study 
represents a model of careful consideration and discussion of such issues. Most published studies do not report 
this level of information relevant to selection bias. In this situation, one is usually left with other tools for assessing 
selection bias, for example through the use of negative control exposures or negative control outcomes (see 
Section 5.4.2) or hypothetical sensitivity analyses (see Section 5.4.4). (text continues on page 132)
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(b) Type of diagnosis 
confirmation

Studies of cancer usually rely on 
cases of cancer that have been veri-
fied histologically. Rapid access to 
pathological findings is especially 
important for cancers with a poor 
prognosis, and this can preclude the 
use of central registries. Alternative 
approaches, which can vary in sensi-
tivity, are sometimes used, depending 
on the disease and the study setting 
(Example 5.12).

(c) Exclusion of case participants 
based on previous history of 
cancer

In some studies of cancer, patients 
with previous histories of other can- 
cers are excluded as case partici-
pants; this can result in the incomplete 

inclusion of eligible case participants 
in the source population and risk 
period (Example 5.13).

(d) Disease detection issues

Some cancers (e.g. prostate, breast, 
colon) may be more likely to go unde-
tected in countries where detection 
is associated with higher SES. The 
ascertained cases may thus under-
represent subpopulations with lower 
SES, who in turn may have greater or 
lesser exposure. An example of this 
could be lower breast cancer detec-
tion among women with lower SES, 
who may be more often exposed to 
night shift work. With this selection 
mechanism, exposed cases would 
be less likely to enrol than unexposed 
cases; the observed effect estimate 
(e.g. the odds ratio) would be biased 

downwards, and any observed posi-
tive effect estimate would be smaller 
than the true effect estimate due to 
this selection bias.

(e) Inclusion of prevalent cases 
of cancer

Cancer case–control studies are 
usually based on newly diagnosed 
incident cases (Vandenbroucke and 
Pearce, 2012). In general, preva-
lent cases of cancer (i.e. those that 
were diagnosed at some previous 
time point) should not be included. 
However, for some rare tumours 
with a very prolonged onset, such as 
chronic lymphocytic leukaemia, it may 
be difficult to conduct a sufficiently 
large study without also including 
prevalent cases. It is sometimes not 
reported clearly whether a study was 

Example 5.10. Potential bias resulting from differential selection of case participants

In a case–control study of opium consumption and urinary bladder cancer, conducted in the Islamic Republic of 
Iran (Shakhssalim et al., 2010), an IARC Monographs Working Group noted that there appeared to be a selection 
of case participants with less-aggressive bladder cancer (Table 2.2 in IARC, 2021). Such differential selection 
of less-severe cases of cancer could introduce bias if, for example, case participants were ascertained from a 
screening programme in which opium users were less likely to participate. This could occur because of differences 
in access to health services or in willingness to access them. In such a situation, exposed case participants would 
be underrepresented in the case–control study, compared with unexposed case participants, and this would bias 
the observed effect towards the null. (text continues on page 133)

Example 5.11. Potential bias from incomplete case ascertainment of benign tumours

In the Interphone study, many participating centres did not have access to centralized registries of benign parotid 
gland tumours, and complete case ascertainment would have been problematic (Cardis et al., 2007). As a result, 
only malignant parotid gland tumours were included in the study. This would not necessarily introduce a selection 
bias, but it would mean that the findings applied only to malignant tumours and may not be generalizable to benign 
tumours. (text continues below)
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restricted to incident cases of cancer 
or also included prevalent cases 
(Example 5.14).

Selection of case participants in 
case–control studies can be accom-
plished by selecting either all eligible 
cases or a representative sample 
of those cases. The most common 
approach is for an investigator to try to 
enrol all eligible cases (in the source 
population, over the risk period) in a 
case–control study. However, it is also 
possible to conduct a case–control 
study by selecting a fraction of the 
eligible cases. In this study design, 
investigators should sample cases 
using the same sampling frame used 
for controls, namely that selection 
of case participants should be inde-
pendent of their exposure status. This 
point is examined in greater detail in 
Section 5.3.2.

5.3.2 Selection of control 
participants

(a) Population control participants

Ideally, in case–control studies, case 
and control participants should repre-
sent the same underlying source 
population over the same risk period. 
Appropriate selection and recruitment 
of control participants in a study can 
be a significant challenge logistically 
and may pose a threat to study validity. 
Population-based control participants 
are usually preferred, and several 
approaches can be taken to attempt a 
full population coverage; for example, 
electoral lists, telephone directories, 
or lists of general practitioners, where 
available, could be consulted (any 
restrictions in availability would apply 
to the source population and should 
therefore also be applied to the case 

participants). Exhaustive recruitment 
of eligible population control partici-
pants is difficult, and response rates 
in case–control studies of cancer 
have been shown to decrease over 
the years. For instance, the median 
response rate among population 
control participants in this type of 
study conducted in 1971–1980 was 
75.6%, compared with 53.0% in 
2001–2010 (Xu et al., 2018). Although 
a lower response rate does not neces-
sarily produce selection bias, there 
is a higher potential for such bias 
to occur. The most important point 
to emphasize in selection of control 
participants is that for an unbiased 
estimate, control participants should 
represent the exposure distribution 
in the source population. A sufficient 
approach to solving this problem is to 
sample control participants from the 

Example 5.13. Potential bias from excluding people with previous cancer from the study

In the Interphone study, patients in Denmark who had been found to have had any previous cancer (excluding non-
melanocytic skin cancer) were excluded from the study (Cardis et al., 2007). If mobile phone use was associated 
with other cancers, this exclusion could lead to fewer exposed cases being eligible for the study. If this were 
the only source of bias, it would bias the observed effect estimate downwards. More probably, such a source of 
bias would affect the selection of control participants to a lesser extent. Interested reviewers can use the simple 
methods outlined in Section 5.4.4 to determine the direction of bias. (text continues on page 134)

Example 5.12. Potential selection bias arising from different sources of case ascertainment

In most participating countries in the Interphone study, diagnoses were either histologically confirmed or 
based on unequivocal diagnostic imaging (Cardis et al., 2007). However, in a few countries, only histologically 
confirmed tumours were included. This could introduce selection bias if a particular exposure were associated 
with diagnostic imaging. For example, if diagnostic imaging were available only through private hospitals, the case 
group (identified through histology) might underrepresent cases of cancer in more-affluent patients compared with 
less-affluent ones, and would also underrepresent exposures associated with affluence, although biasing the odds 
ratio downwards for these exposures. (text continues on page 134)
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source population without regard to 
their exposure status.

Study participants have repeatedly 
been shown to have a higher educa-
tion level or higher SES than non-par-
ticipants (e.g. Fry et al., 2017). Large 
differences in SES between case 
and control participants could reflect 
selection bias if exposure is asso-
ciated with SES. This may apply 
particularly to the selection of control 
participants, for which there are often 
larger problems of non-response than 
in the selection of case participants 
(Example 5.15).

(b) Hospital control participants

In some instances, it is logistically 
difficult or impossible to enumerate 
the source population and therefore 

impossible to recruit control partici-
pants at random from the same source 
population as the case participants. 
A common alternative strategy is to 
recruit as the control group patients 
(in the same source population and 
risk period) who have other diseases 
but attend the same health services 
as the case participants. In recruiting 
such control participants, it is impor-
tant to draw on other diseases unre-
lated to the exposure of interest (so 
that selection of control participants 
does not depend on the exposure), 
because otherwise there is a risk of 
introducing selection bias. Although 
it is not possible to remove such 
selection bias through analysis, the 
direction of the bias can be predicted 
based on knowledge of the exposure 

and relation to the disease in the 
control group.

If the exposure of interest is a 
risk factor for the control dis- 
ease or the prevalence of the 
exposure is lower in the source 
population than among the 
control participants (for some 
other reason), then the odds ratio 
estimate is biased downwards. 
Conversely, if the exposure of 
interest is a preventive factor 
for the control disease or the 
prevalence of the exposure is 
higher in the source population 
than among the control par- 
ticipants (for some other reason), 
then the odds ratio estimate is 
biased upwards.

Key message

Example 5.14. Potential bias arising from inclusion of prevalent cases

When reviewing a case–control study of opium consumption and urinary bladder cancer conducted in the Islamic 
Republic of Iran (Shakhssalim et al., 2010), the IARC Monographs Working Group noted that it was unclear 
whether newly registered cases of cancer might include prevalent cases (IARC, 2021). If prevalent cases were 
included, this would mean that the overall case group would be weighted towards patients with less-aggressive 
tumours, because those previously diagnosed with more-aggressive tumours were more likely to have died. If 
opium consumption caused less-aggressive tumours and these were overrepresented in the study because of the 
inclusion of prevalent cases, this in turn would produce an increase in the estimated odds ratio compared with that 
which would have been obtained if the case group had been restricted to patients with only incident tumours. (text 
continues on page 135)

 Example 5.15. Indirect evaluation of potential selection bias from differential participation rates in a case– 
  control study

In a case–control study of night shift work and prostate cancer, the sociodemographic characteristics of participants 
and non-participants, stratified by case–control status, were compared using census-based SES indicators for 
participants’ residential addresses (Barul et al., 2019). The small differences in SES observed between participants 
and non-participants provided reassurance that there was not major selection bias based on exposure. If such 
information were not available, one could still attempt to estimate the probable magnitude and direction of any 
such bias using the quantitative methods outlined in Section 5.4.4. (text continues above)
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Control diseases should be se- 
lected with caution after the research 
question and the exposure of inter- 
est have been clearly defined. Fur- 
thermore, several diseases can be 
chosen to dilute potential bias intro-
duced by using one particular disease 
for the control participants, as well as 
to provide a sufficient sample size 
to enable sensitivity analyses with 
various disease control series.

(c) Berkson bias

Berkson bias is a special type of se- 
lection bias that may arise when case 
participants are selected from hos- 

pitalized patients and the exposure 
of interest affects the probability of 
hospitalization if some case partic-
ipants are more likely to be hospi-
talized if they also have another 
disease (Snoep et al., 2014). Under 
this scenario, Berkson bias may 
occur both in studies with population 
control participants and in studies 
with hospital control participants. 
Fortunately, in cancer studies based 
on incident cases of cancer, the 
impact of Berkson bias is likely to be 
reduced, because most (if not all) case 
participants selected in the hospital 
will have been hospitalized because 

of the case disease (Pearce and 
Richiardi, 2014). Thus, among those 
case participants, the exposure is not 
an independent cause of hospitaliza-
tion; in other words, it is unlikely that 
a case participant was incidentally 
discovered among people admitted 
to the hospital for a different reason. 
The same logic applies to selection 
of control participants when control 
participants are recruited from within 
a hospital; the control disease should 
be the cause of hospitalization, rather 
than being merely present in patients 
hospitalized for other reasons (see 
Examples 5.16 and 5.17).

Example 5.16. Evaluating potential Berkson bias in a case–control study

Mohebbi et al. (2021) conducted a case–control study of opium use and head and neck squamous cell carcinoma 
in 10 provinces in the Islamic Republic of Iran. Included case participants had an incident head and neck cancer 
and were actively identified through review of admission and treatment information of patients admitted at the 
cancer care centres of the provinces involved in the study. Control participants were “hospital visitors who were 
relatives or friends of hospitalized patients in either nononcology wards or who visited the hospital for any reason 
other than receiving treatment concurrently” (Mohebbi et al., 2021). Berkson bias is unlikely in this study, because 
all case participants had an incident disease and control participants were not hospitalized. Although Berkson 
bias may not be a concern in this study, it should be noted that the recruitment of friends as control participants 
could cause substantial bias, for other reasons. If opium use does, in fact, cause head and neck cancer, we would 
expect a higher prevalence of opium use among case participants than among the general population. However, 
friends of hospitalized patients who are opium users may also be more likely to use opium and, as a result, the 
control series could overestimate the prevalence of opium use in the general population, biasing the observed 
effect estimate downwards. (text continues above)

Example 5.17. Evaluating potential selection bias from recruitment of hospital-based control participants

The Working Group for IARC Monographs Volume 126, on opium consumption (IARC, 2021), evaluated several 
hospital-based case–control studies, all conducted in the Islamic Republic of Iran. For some of these studies, the 
Working Group raised concerns about the possibility of selection bias arising as a result of the choice of the control 
diseases. To avoid this source of selection bias, the disease (or diseases) used to identify hospital-based control 
participants should be unrelated to the exposure of interest (opium consumption in this example), while it can be 
affected by other risk factors for the case disease that are unrelated to the exposure of interest. (text continues on 
page 138)
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The direction of Berkson bias can 
be predicted, theoretically, if the direc-
tion of the association between the 
exposure and the control disease is 
known or, empirically, if there is infor-
mation on the prevalence of the expo-
sure in the source population (e.g. the 
catchment area of the hospital). If the 
exposure of interest is a risk factor for 
the control disease or the prevalence 
of the exposure is lower in the source 
population than among the control 
participants (who have the control 
disease), then the odds ratio estimate 
is biased downwards; if the exposure 
of interest is a preventive factor for the 
control disease or the prevalence of 
the exposure is higher in the source 
population than among the control 
participants, then the odds ratio esti-
mate is biased upwards.

Another source of non-population 
control participants includes visitors 
to hospitals (see Example 5.16). In 
some instances, this is less likely to

result in selection bias because the 
visitor control participants are per- 
haps more likely than hospitalized 
control participants to be represen- 
tative of the general (source) popula-
tion (Example 5.18); however, great 
caution should be exercised because 
hospital visitors could share sim- 
ilar exposure patterns to the case 
patients being visited.

(d) Using more than one control 
group

The inclusion of more than one 
control group allows for a triangula-
tion approach in which the extent and 
direction of bias is likely to vary across 
the control groups, and the findings 
obtained for the different groups can 
be compared (see Chapter 6). This 
approach is often used in hospi-
tal-based case–control studies in 
which people with different diseases 
are recruited to form different control 
groups (Example 5.19). This topic is 
discussed further in Section 5.4.4.

5.3.3 Participation of case and 
control participants

There is a potential for selection bias 
when both the disease and the expo-
sure status affect participation in the 
study. This is common in case–control 
studies, because potential partici-
pants typically know their disease 
and exposure status. In addition, 
case and control participants may 
be approached in different settings 
(e.g. hospitalized case participants 
and population control participants), 
and case participants with a poor 
prognosis might be excluded if they 
die before recruitment is possible. 
Furthermore, a person’s interest in 
the study topic may depend on the 
outcome status (in general, case 
participants are expected to be more 
motivated to participate than control 
participants) as well as on the expo-
sure (some people may believe, 
for example, that their participation 
in a study is not essential if they 
have had no or low exposure); see 
Example 5.20a.

Example 5.18. Recruiting hospital visitors as control participants

In a case–control study of opium use and oesophageal cancer in the Islamic Republic of Iran, hospital visitors 
were recruited as control participants (Shakeri et al., 2012). In this study, as noted in Examples 5.22 and 4.14, this 
control group had an exposure prevalence similar to that observed in the general population of the region, whereas 
hospital-based control participants in a related study had a higher prevalence of opium use compared with the 
general population. (text continues above)

 Example 5.19. Triangulation across control groups in a study of titanium dioxide exposure

In a study of occupational exposure to titanium dioxide and lung cancer, an analytical control group was recruited 
that combined a random selection of an equal number of control participants from the general population and from 
patients with other cancers, to balance the advantages and disadvantages of recruiting population and hospital-
based control participants (Boffetta et al., 2001). (text continues above)
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For example, if the outcome was 
not related to SES in the source popu-
lation but there was differential partic-
ipation (between case and control 
participants) by SES in the study 
population, then SES would be asso-
ciated with the outcome in the study 
population; one can then control for 
this selection bias, by controlling for 

SES, just as one would control for 
confounding (Example 5.20b).

At the time of recruitment, and 
depending on the method of recruit-
ment, it is sometimes possible to ask 
people, typically control subjects, who 
decline to participate a few quick ques- 
tions about their exposure status in 
general terms and use this informa-
tion to identify or model potential bias 
based on exposure (Example 5.20c).

To mitigate the impact of non-re-
sponse due to death or severe illness, 
case–control studies may incorpo-
rate proxy interviews with the next of 
kin of the index participants. Although 
this approach reduces the potential 
for selection bias and increases the 
study power, it may introduce bias 
through non-differential or differential 
misclassification (see Section 4.2.3). 
For this reason, studies involving 
proxy interviews often include a 
sensitivity analysis restricted to index 
interviews (Example 5.20d).

5.4 Tools for assessing and 
adjusting for selection bias

When a published paper is consid-
ered, selection bias can be particu-
larly difficult to assess, because most 
published studies provide little or no 
discussion of the potential for selection 
bias, in contrast to the usually more 
extensive discussions of the potential 
for confounding or misclassification. 
Furthermore, even if the authors of 
a paper discuss selection bias, the 
information needed to determine the 
extent of selection bias (participation 
rates of cases or controls, with data 
for exposure or disease status) is 
generally unavailable. Therefore, one 
can be left with the impression that 
selection bias is possible in the study 
being considered (e.g. because of a 
low response rate) but have little infor-
mation to assess whether such bias is 
likely or its probable magnitude and 
direction.

Often, participation does not 
depend directly on the exposure 
but is related to factors, such 
as age, sex, or SES (e.g. if 
young, working-class men are 
less likely to participate), that 
are frequently related to ex- 
posure (e.g. occupational ex- 
posure to pesticides) (Xu et al., 
2018). If those determinants of 
participation were identified and 
adjusted for, this selection bias 
could be controlled as if it were 
a confounder (from a DAG per- 
spective, this is equivalent to 
blocking a backdoor pathway that 
was opened due to conditioning 
on a collider). 

Key message

Example 5.20a. Potential bias from non-participation in a population-based case–control study

In the Interphone study, a multicentre case–control study of mobile phone use and risk of specific cancer types, 
the overall participation was 53% for population control subjects, 64% for case subjects with glioma, 78% for case 
subjects with meningioma, and 82% for case subjects with acoustic neuroma (Cardis et al., 2007; Vrijheid et al., 
2009). Of the eligible control subjects identified, 30% refused to participate and 13% could not be traced; the 
refusal proportion was 11% for all three case participant subtypes, but patients with glioma were more commonly 
deceased or too ill to participate (15%) than patients with meningioma (2%), patients with acoustic neuroma (0%), 
or control participants (0%). Because both the proportions of participation and the reasons for non-participation 
differed between case and control subjects, it is likely that the study was affected by selection bias; however, for this 
bias to occur, mobile phone use should be associated with participation in case participants, control participants, 
or both. For example, if people with brain tumours who used mobile phones more often were concerned about the 
consequences of their phone use and enrolled in the study more often than people with brain tumours who used 
mobile phones less often, then an upward bias (away from the null if the true OR > 1 and towards the null if the 
true OR < 1) in the estimated odds ratio would result. (text continues above)
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Example 5.20b. Demographic variables as surrogates for examining selection bias

In the Interphone study, the proportions of participation by sex and age group were reported separately for case 
and control participants (Cardis et al., 2007). In general, these two variables were unrelated to participation, 
except for a much lower participation among older women with glioma and a slightly higher participation in women 
than in men among control participants. The study estimates were adjusted for age and sex, which were matching 
variables. The fact that demographic variables were not related to participation may argue against the presence of 
selection bias, but this is only indirect evidence, because the exposure, namely the use of mobile phones, might 
still be a determinant of participation. (text continues on page 139)

Example 5.20c. Use of short questionnaires among non-respondents in a case–control study

Some centres in the Interphone study asked people who declined to participate (30% of the eligible control 
participants and 11% of the potential case participants) to complete a short non-response questionnaire (NRQ) 
(Vrijheid et al., 2009). At the 12 centres that asked eligible control subjects to complete an NRQ, 57% (n = 1678) of 
control group refusers and 2% (n = 26) of other non-participants who were eligible for the control group completed 
the NRQ. At the nine centres that used the NRQ for potential case participants, 215 potential case participants 
completed the NRQ, representing 41% of case group refusers and 4% of other non-participants who were eligible 
for the case group. In both case and control subjects, regular mobile phone use was more common among study 
participants than among non-participants who completed the NRQ. The differences were large (69% vs 56% 
among control participants and 66% vs 50% among case participants). The data collected using the NRQ also 
indicated an association between refusal and lower education level. This variable had already been selected as a 
potential confounder for inclusion in all multivariable analyses (Cardis et al., 2007). (text continues on page 139)

Example 5.20d. Examining the potential for bias from use of proxy interviews

In the Interphone study, proxy interviews were used for 13% of the case participants (mainly those with gliomas) 
and 1% of the control participants (Cardis et al., 2007). The exclusion of these participants would have reduced the 
response proportion among case participants to 59%, not very different from the response proportion observed 
among control participants. Results of the sensitivity analyses excluding proxy interviews were consistent with the 
results of the main analyses (INTERPHONE Study Group, 2010). (text continues on page 139)
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In this section, tools are discussed 
that can be used to assess selec-
tion bias in published papers when 
the relevant information is available. 
Three general types of assessment 
are considered: (i) substantive knowl- 
edge and the use of DAGs; (ii) assess-
ment of selection bias within a 
single study; and (iii) assessment of 
selection bias through comparisons 
across studies. Quantitative sensi-
tivity analysis for selection bias is 
addressed in Section 5.4.4.

5.4.1 Tool S-1: substantive 
knowledge and DAGs

Assessing the potential for selec-
tion bias requires expert knowledge, 
usually from previously published 
studies, and mechanistic knowledge. 
Ideally, this can be summarized in a 
DAG (see Chapter 2). For example, in 

a cohort study, if loss to follow-up is 
systematically associated with both 
exposure history and disease status 
(e.g. as in the healthy worker survivor 
effect; Checkoway et al., 2004), then 
there is the potential for selection 
bias, which can be represented in 
a DAG, in which conditioning on 
selection (inclusion in the follow-up) 
produces an open pathway from 
exposure to outcome, i.e. collider 
stratification bias. The DAG will not 
identify whether such a bias is likely 
to occur (this depends specifically 
on the recruitment and retention 
processes of the particular study) or 
its probable magnitude and direction 
(although this can be estimated using 
signed DAGs; see Section 2.6), but it 
does provide a framework for consid-
ering whether such a bias is possible 
and evaluating any strategies that the 

authors may have adopted to mini-
mize, control for, or assess it.

Similarly, in a case–control study, 
if the response rate is particularly 
low among control participants, it is 
possible that selection bias may have 
occurred if recruitment was related 
to exposure status (Example 5.21). 
Again, this bias arises through condi-
tioning on inclusion in the study (it is 
usually only possible to analyse the 
data for those who were recruited) 
and introduces an open pathway from 
exposure to outcome, i.e. collider  bias.

Assessing whether the recruit-
ment of hospital control participants 
has generated a bias, and, if so, its 
probable magnitude and direction, 
requires substantive knowledge from 
previously published studies, or mech-
anistic information (Example 5.22).

Example 5.21. Potential selection bias from differential participation in a case–control study

In the Interphone study, almost all exposed groups were found to have lower risks of brain tumours than the 
unexposed groups. It has been hypothesized (Cardis et al., 2007) that potential control participants who did not own 
a mobile phone were less likely to participate. If this were the situation, mobile phone use would be overestimated 
in the control participants, thus producing a downward bias in the estimated odds ratio. (text continues above)

Example 5.22. Potential bias from recruitment of hospital-based control groups

As noted in Example 5.18, Shakeri et al. (2012) conducted a case–control study of opium use and oesophageal 
cancer in the Islamic Republic of Iran, which involved the recruitment of inpatients in hospitals as control 
participants. The prevalence of opium use was found to be significantly higher in the hospital control participants 
than would have been expected on the basis of general population data. One potential explanation for this is that 
opium use may cause other health problems that result in hospitalization or may be associated with other lifestyle 
factors that increase the risk of these other health problems. In this situation, the prevalence of opium use in the 
hospital control participants would be higher than that in the source (general) population, thus producing selection 
bias. (text continues on page 142)
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5.4.2 Tools S-2 to S-6: 
assessment of selection bias 
within a study

(a) Tool S-2: negative control 
exposures

A negative control exposure approach 
(see also Chapters 2, 3, and 4) in- 
volves assessing the association 
with another exposure that is believed  
to not be plausibly associated with 
the outcome under study but is likely 
to be subject to a similar selection 
bias (Example 5.23).

(b) Tool S-3: negative control 
outcomes

A similar approach can be taken with 
regard to negative control outcomes 
(Example 5.24). This approach is usu- 
ally most applicable to cohort studies, 
because case–control studies are 
usually based on a single outcome.

(c) Tool S-4: ad hoc reanalysis of 
published data

In some circumstances, if the nec- 
essary information is available, it 
is possible to reanalyse published 
results in a manner that potentially 
reduces selection bias. For instance, 
if it is thought that there has been 
selective recruitment with regard 
to exposure status – for example, if 
unexposed people are less (or more) 
likely than exposed people to enrol 
as control participants – it may still be 
possible to conduct a dose–response 
analysis that is restricted to exposed 
participants (Example 5.25). This 
relies on the assumption that even if 
unexposed people were less (or more) 
likely than exposed people to partic-
ipate, the level of exposure among 
those who are exposed does not 
affect the probability of recruitment. 
This approach has often been used 
in occupational epidemiology when 

risk is compared between people 
with various levels of exposure rather 
than between exposed and unex-
posed people; unexposed people 
are regarded as an entirely different 
group (Saracci and Samet, 2010). For 
example, more valid estimates may 
be obtained by comparing manual 
workers across different levels of 
exposure, rather than by comparing 
the exposed workers with the general 
population.

(d) Tool S-5: comparisons with 
external data

A further approach for assessing 
selection bias involves making com- 
parisons with external data on the 
exposure prevalence in the source 
population (Examples 5.26 and 5.27). 
This can involve information either 
on the exposure itself (e.g. pesticide 
exposure in the general population) or 
on a surrogate of exposure (e.g. being 
a farmer).

 Example 5.23. Using negative control exposures to examine potential selection bias in a case–control study

In a case–control study of night shift work and breast cancer, any selection pressures (e.g. control participants 
being less likely to participate if they have never worked night shift) are likely to apply to other non-standard work 
shifts (e.g. afternoon shift), rather than only to night shift work. If it is well established that afternoon shift work 
is not associated with breast cancer, then afternoon shift work could serve as a negative control exposure. If a 
strong association were found between afternoon shift work and breast cancer in the case–control study, this 
would provide evidence of selection bias, as well as its probable magnitude and direction. (text continues above)

Example 5.24. Using negative control outcomes to examine potential selection bias in a case–control study

If it is well established that the main exposure is not associated with a particular outcome (outcome B) that is 
different from the main outcome under study (outcome A), then this information can be used to assess selection 
bias (e.g. due to selective recruitment or loss to follow-up). In particular, if the effect estimate (e.g. odds ratio) is 
elevated to a similar extent in both the main study outcome and the negative control outcome, this may indicate 
that the increase in risk for the main study outcome is due to bias. (text continues above)
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Example 5.27. Using external data on exposure prevalence to examine potential selection bias in a case– 
 control study of opium exposure

As described in Examples 4.14, 5.18, and 5.22, Shakeri et al. (2012) compared the results of two different 
case–control studies of opium use and oesophageal cancer conducted in the same region by a single research 
group. In one study, hospital-based control participants were recruited, whereas the other study involved control 
participants drawn from the neighbourhood. The prevalence of opium use was also estimated from a cohort 
that was enrolled in the same geographical area and therefore probably represented the source population for 
the study. The standardized opium consumption prevalence was 0.17 in the cohort, 0.16 in the neighbourhood 
control participants, and 0.23 in the hospital-based control participants, suggesting that the neighbourhood control 
participants were more representative of the study base population for this exposure. (text continues on page 142)

Example 5.25. Using dose–response analysis to examine potential selection bias in a case–control study

In the Interphone study, almost all exposed groups were found to have lower risks of brain tumours than the 
unexposed groups. For example, the odds ratio for the lowest exposure group (< 5 hours of cumulative call time) 
was 0.8, compared with the unexposed group (INTERPHONE Study Group, 2010). It has been hypothesized 
(Saracci and Pearce, 2008) that potential control participants who did not own a mobile phone were less likely to 
participate. If this were the situation, mobile phone use would be overestimated in the control participants, thus 
producing a downward bias (towards the null if the true OR > 1 and away from the null if the true OR < 1) in the 
estimated odds ratio. One way to investigate this situation is to conduct analyses excluding both case participants 
and control participants who were not mobile phone users (Cardis et al., 2007). In this study, the odds ratios for 
meningioma were only slightly changed, whereas those for gliomas became mostly close to (and above) 1 (Saracci 
and Samet, 2010); the odds ratio for the top decile of cumulative call time increased from 1.40 to 1.82. Saracci and 
Samet (2010) comment that the direction of these corrections again indicates a contribution of non-participation 
(selection) bias to the observed low odds ratios. (text continues on page 142)

Example 5.26. Using external data on exposure prevalence to examine potential selection bias in a case–control study 
of pesticide exposure

In a study of pesticide exposure and soft tissue sarcoma (Smith et al., 1984), control participants who had cancers 
other than soft tissue sarcoma were recruited, to minimize information bias (because the control participants 
also had cancer and would have gone through a similar thought process to that of the case participants in terms 
of the potential causes of their cancer). However, if some of the cancer types in these control participants were 
also caused by pesticide exposure, selection bias would have occurred due to overrepresentation of pesticide 
exposure among control participants, thus leading to bias downwards in the estimated odds ratios. Information on 
pesticide exposure in the general population was not available, but such exposures occur mainly in farming, and 
information was available on the proportions of workers in various farming groups in the general population. Thus, 
it was possible to compare the proportions of control participants who were farmers with the expected proportion 
based on the general population; this comparison showed that it was unlikely that this form of selection bias was 
occurring (Pearce et al., 1983). (text continues on page 142)
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(e) Tool S-6: using several 
control groups

It is unusual for studies to involve 
more than one comparison or control 
group, but when this is done the 
information obtained can be used to 
assess the potential for selection bias. 
This applies particularly when the 
various control groups are expected 
to produce biases in opposite direc-
tions, as in Example 5.28.

5.4.3 Tool S-7: assessment 
of selection bias through 
comparisons across studies

Selection bias can also be assessed 
by making comparisons across 
studies (Example 5.29). This applies 
particularly when similar studies have 
been conducted in the same popula-
tion (e.g. cohort studies involving the 
same industry or the same group 
of workers, or case–control studies 
conducted in the same populations). 

However, comparisons can also be 
made between studies conducted in 
different populations where it is rea- 
sonable to assume that the strength 
of the main exposure–outcome 
association is likely to be similar. For 
example, one might compare the 
findings from studies in which control 
participants were recruited from the 
general population with those from 
studies in which control participants 
with diseases other than the disease 

Example 5.28. Using triangulation of findings from different control groups to examine biases in a case–control study 
of pesticide exposure

In a study conducted in New Zealand to investigate a possible association between phenoxy herbicides and 
non-Hodgkin lymphoma (Pearce et al., 1986), control participants were recruited from the general population and 
also from among people who had other cancers. The assumption is that if there were any recall bias, this would 
be more likely in the general population control participants (who may not recall all of their exposures), and the 
comparison with this control group would produce artificially high odds ratios (i.e. bias upwards). Conversely, the 
recruitment of control participants who had other cancers would be expected to minimize recall bias, but there 
might be selection bias and hence a bias downwards in the estimated odds ratio (see previously) if some of the 
cancer types in these control participants were also caused by phenoxy herbicides. A key issue is that these 
biases would operate in different directions, allowing the possibility of triangulation of the findings with the two 
control groups. In fact, the study produced similar results for each control group, indicating that both recall bias and 
selection bias were unlikely to be important problems in this study. (text continues above)

Example 5.29. Comparisons across studies to examine potential biases in case–control studies

As described in Examples 4.14, 5.18, 5.22, and 5.27, Shakeri et al. (2012) compared the results of two different 
case–control studies of opium use and oesophageal cancer conducted in the same region by a single research 
group. Case definition and enrolment of case participants were the same in the two studies. However, the selection 
of control participants differed: in one study, hospital-based control participants were recruited, whereas the other 
study involved control participants drawn from the neighbourhood. The prevalence of opium use was found to 
be significantly different between the hospital and neighbourhood control participants, but the prevalence of 
tobacco use did not differ between these groups. Consequently, the inference drawn for the association between 
oesophageal cancer and tobacco use did not differ between the studies, but that for opium use did (IARC, 2021). 
In the study with neighbourhood control participants, opium use was associated with a significantly increased risk 
of oesophageal cancer (adjusted OR, 1.8; 95% CI, 1.2–2.7), while in the study with hospital control participants, 
this was not so (OR, 1.1; 95% CI, 0.6–1.9). This indicates that selection bias is likely to have occurred, and to have 
been substantial, in the study with hospital control participants, although the possibility that neighbourhood control 
participants may be prone to other selection factors cannot be ruled out. (text continues above)
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under investigation were enrolled. 
Such comparisons across studies 
(triangulation) are discussed further 
in Chapter 6.

5.4.4 Tool S-8: selection bias 
adjustment

In this section, an approach to con- 
ducting sensitivity analyses for selec- 
tion bias is demonstrated, with a 
detailed worked example using meth- 
ods described in more detail in 
Fox et al. (2021), beginning with 
Example 5.30a.

Selection bias is, mathematically, 
the easiest bias to adjust for. Table 5.1 
illustrates a common way in which 
selection bias occurs in case–control 
studies. If A = 100 people are eligible 
for recruitment to the exposed case 
group in the population but only 
s11 = 70% of them participate in the 

study, we would have a = 70 partic-
ipants. The bias parameter s11 is the 
selection probability for exposed case 
participants. There are three other 
selection probabilities – for the unex-
posed case participants, exposed 
control participants, and unexposed 
control participants – that determine 
which data are observed in a study. 
These types of parameters, which 
dictate the extent of the bias in the 
data, are referred to as bias parame-
ters (Side Box 5.6).

If these four selection probabilities 
are known, it is easy to divide the 
observed cell counts by the selection 
probabilities to recover the 2 × 2 table 
that would have been observed in the 
absence of selection bias (assuming 
that the correct selection probabili-
ties are specified): A = a/s11, B = b/s10, 
C = c/s01, and D = d/s00. Unfortunately, 
these bias parameters are generally 

unknown, because they require infor-
mation on the exposure prevalence 
among case and control partici-
pants in the general population – 
information that, if it were available, 
would generally obviate the need to 
conduct a bias adjustment in the first 
place. In some situations, selection 
probabilities may be available from 
ancillary studies, but these situations 
are limited. When precise information 
on selection probabilities is lacking, 
it is common to choose a range of 
plausible values for each of the four 
parameter values and conduct a bias 
analysis over the combination of 
values. This is referred to as a multi-
dimensional bias analysis (introduced 
in Section 4.3.2).

Often, study publications give an 
overall response or participation rate 
for case and control participants, and 
this can be used to reduce the number 

Example 5.30a. Identifying potential selection bias in a nested case–control study of breast cancer

The Working Group for IARC Monographs Volume 124, on night shift work and cancer (IARC, 2020), noted a 
potential for selection bias in the findings of O’Leary et al. (2006), who had conducted a case–control study of 
shift work and breast cancer as part of the larger Long Island Breast Cancer Study Project. Case participants 
were residents of Long Island, New York, who had received diagnoses of incident occurrences of breast cancer 
between 1 August 1996 and 31 July 1997. Control participants were age-matched to case participants. Control 
participants younger than 65 years were recruited through random-digit dialling, and those aged 65 years or older 
were selected from Medicare enrolment lists. Both case and control participants were restricted to people who 
had lived at the same residence for 15 years or longer. O’Leary et al. (2006) reported that any overnight shift work 
was inversely associated with breast cancer (OR, 0.55; 95% CI, 0.32–0.94). These results are implausible, based 
on other reported findings, and it is therefore useful to consider whether the observed protective effect could in 
part be due to selection bias. The original Long Island Breast Cancer Study Project, within which this study was 
nested, reported response rates of 82.1% for case participants and 62.8% for control participants (Gammon et al., 
2002). O’Leary et al. (2006) reported participation rates for their substudy of 87% for case participants and 83% for 
control participants. The overall participation rates in the shift work study were unavailable, because the original 
Long Island Breast Cancer Study Project did not limit enrolment to people who had lived at the same residence 
for at least 15 years, whereas the substudy on shift work did. Nonetheless, overall rates can be approximated by 
multiplying the two sets of response rates, yielding an overall response rate of 71.4% for case participants and 
52.0% for control participants. Thus, there is certainly a potential for selection bias. (text continues above)
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of bias parameters that need to be 
specified in a sensitivity analysis. For 
instance, if the overall response rate 
among case participants is scase and a 
value for the participation rate among 
exposed case participants, s11, is 
specified, then the participation rate 
among unexposed case participants, 
s10, can be calculated as

Chapter 5 equations

Equation 5.1:

𝑠𝑠𝑠𝑠10 =
𝑏𝑏𝑏𝑏

𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠case

− 𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

Equation 5.2:

𝑠𝑠𝑠𝑠00 =
𝑑𝑑𝑑𝑑

𝑐𝑐𝑐𝑐 + 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠control

− 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

Equation (E5.1):

𝑠𝑠𝑠𝑠10 =
313

26 + 313
0.714 − 26

0.7
= 0.715

Equstion (E5.2):

𝑠𝑠𝑠𝑠00 =
321

50 + 321
0.520 − 50

0.5

= 0.523

Equation (E5.3):

ORadj =

𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

× 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠00

𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠10

× 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

=
26
0.7 × 321

0.523
313

0.715 × 50
0.5

= 0.52

 (5.1)

A similar equation exists for the 
control participants, if the overall 
response rate among control partic-
ipants, scontrol, is known:

Chapter 5 equations

Equation 5.1:

𝑠𝑠𝑠𝑠10 =
𝑏𝑏𝑏𝑏

𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠case

− 𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

Equation 5.2:

𝑠𝑠𝑠𝑠00 =
𝑑𝑑𝑑𝑑

𝑐𝑐𝑐𝑐 + 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠control

− 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

Equation (E5.1):

𝑠𝑠𝑠𝑠10 =
313

26 + 313
0.714 − 26

0.7
= 0.715

Equstion (E5.2):

𝑠𝑠𝑠𝑠00 =
321

50 + 321
0.520 − 50

0.5

= 0.523

Equation (E5.3):

ORadj =

𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

× 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠00

𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠10

× 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

=
26
0.7 × 321

0.523
313

0.715 × 50
0.5

= 0.52

(5.2)

 
These two equations can be used 
to implement a sensitivity analysis 
for selection bias that only requires 

plausible values to be specified for 
two remaining unknown parame-
ters: the selection probability among 
exposed case participants (s11) and 
the selection probability among ex- 
posed control participants (s01), as in 
Example 5.30b.

These methods enable the re- 
searcher to judge how much the point 
estimate can change after adjusting 
for selection bias, assuming that 
the bias parameters are correctly 
specified, but they do not incorpo-
rate uncertainty due to random error. 
Fortunately, relatively simple proce-
dures can be used to produce interval 
estimates around the bias-adjusted 
effect estimates; indeed, the typical 
variance estimates (e.g. using the 
delta method) for the log odds ratio 
that would be calculated from the 
biased data can be used directly 
(Example 5.30c).

Quantitative bias analysis methods 
to adjust effect estimates for selection 
bias are easily implemented, but the 
user should be cautious, for several 
reasons. The first is that the methods 
rely on accurate specification of the 
bias parameters. Incorrect guesses 
of the selection probabilities will 
result in incorrect bias adjustments. 
Furthermore, although it may be 
tempting to assume that if the spec-
ified selection probability is close 
to the truth then the bias-adjusted 
result will be close to unbiased, this 
turns out not to be true in general. 
Having a bias parameter that is close 
to the true selection probability may 
still result in a badly biased adjusted 
effect estimate. The best solution to 
this problem is to conduct a multidi-
mensional bias analysis (such as that 
in Table 5.2) and determine the sensi-
tivity of the adjusted effect estimate to 
changes in the bias parameters.

Side Box 5.6. Information that should be reported to enable the assessment of selection bias using sensitivity analysis

The key parameters that should be reported to enable the post-publication assessment of selection bias using 
sensitivity analysis are the bias parameters shown in Table 5.1, i.e. the selection probabilities for exposed case 
participants, unexposed case participants, exposed control participants, and unexposed control participants. 
In some studies, it may be possible to report this information, or proxies for it, if it is available for the source 
population, and the distribution of these factors (case or control status; exposed or unexposed status) in the study 
population and the source population can be compared. However, this is rarely the situation; typically, the best 
that can be done is to hypothesize the probable values (or a range of values) for the four bias parameters shown in 
Table 5.1 and then conduct the sensitivity analyses covered in this section. (text continues on page 145)

Table 5.1. True and observed cell counts in a case–control study with selection biasa

True cell counts Observed cell counts

 Exposed Unexposed Exposed Unexposed

Case participants A B a = A × s11 b = B × s10

Control participants C D c = C × s01 d = D × s00

a Uppercase letters, unobserved true cell counts; lowercase letters, observed cell counts; sce, selection probability by case status (c = 0, 1) and 
exposure (e = 0, 1).
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  Example 5.30b. Quantitative bias analysis to examine potential selection bias in a nested case–control study  
   of breast cancer

The estimated response rate among case participants (scase = 0.714) and among control participants (scontrol = 0.520) 
can be used to implement a quantitative bias analysis for selection bias in the shift work study of O’Leary et al. 
(2006). To begin the quantitative bias analysis, the crude 2 × 2 data are abstracted from the paper (a = 26, b = 313, 
c = 50, and d = 321). As reported in O’Leary et al. (2006), control participants who reported a history of overnight 
shift work were younger, had a lower household income, and were less likely to have had a mammogram than 
control participants who had never engaged in overnight shift work. It is assumed that both eligible case participants 
and potential control participants who had engaged in overnight shift work were less likely to participate in the 
study than women who had not engaged in overnight shift work. That is, it is assumed that s11 ≤ s10 and s01 ≤ s00. 
Furthermore, it is assumed that women with incident breast cancer are at least as likely to participate in the study as 
those without breast cancer: s11 ≥ s01 and s10 ≥ s00. To conduct a sensitivity analysis, we choose a range of values of 
the bias parameters s11 and s01 compatible with these assumptions. For example, the selection probability among 
exposed case participants is specified as slightly lower than the overall response rate among case participants, 
s11 = 0.7. Similarly, the response rate among exposed control participants is specified as slightly lower than the 
overall response rate among control participants, s01 = 0.5. With these values, the selection probability among 
unexposed case participants can be calculated as

Chapter 5 equations

Equation 5.1:

𝑠𝑠𝑠𝑠10 =
𝑏𝑏𝑏𝑏

𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠case

− 𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

Equation 5.2:

𝑠𝑠𝑠𝑠00 =
𝑑𝑑𝑑𝑑

𝑐𝑐𝑐𝑐 + 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠control

− 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

Equation (E5.1):

𝑠𝑠𝑠𝑠10 =
313

26 + 313
0.714 − 26

0.7
= 0.715

Equstion (E5.2):

𝑠𝑠𝑠𝑠00 =
321

50 + 321
0.520 − 50

0.5

= 0.523

Equation (E5.3):

ORadj =

𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

× 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠00

𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠10

× 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

=
26
0.7 × 321

0.523
313

0.715 × 50
0.5

= 0.52

 
(E5.1)

Similarly, the selection probability among unexposed control participants can be calculated as

Chapter 5 equations

Equation 5.1:

𝑠𝑠𝑠𝑠10 =
𝑏𝑏𝑏𝑏

𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠case

− 𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

Equation 5.2:

𝑠𝑠𝑠𝑠00 =
𝑑𝑑𝑑𝑑

𝑐𝑐𝑐𝑐 + 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠control

− 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

Equation (E5.1):

𝑠𝑠𝑠𝑠10 =
313

26 + 313
0.714 − 26

0.7
= 0.715

Equstion (E5.2):

𝑠𝑠𝑠𝑠00 =
321

50 + 321
0.520 − 50

0.5

= 0.523

Equation (E5.3):

ORadj =

𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

× 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠00

𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠10

× 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

=
26
0.7 × 321

0.523
313

0.715 × 50
0.5

= 0.52

(E5.2)

With the four selection probabilities specified, a selection-bias-adjusted odds ratio can be calculated:

Chapter 5 equations

Equation 5.1:

𝑠𝑠𝑠𝑠10 =
𝑏𝑏𝑏𝑏

𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠case

− 𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

Equation 5.2:

𝑠𝑠𝑠𝑠00 =
𝑑𝑑𝑑𝑑

𝑐𝑐𝑐𝑐 + 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠control

− 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

Equation (E5.1):

𝑠𝑠𝑠𝑠10 =
313

26 + 313
0.714 − 26

0.7
= 0.715

Equstion (E5.2):

𝑠𝑠𝑠𝑠00 =
321

50 + 321
0.520 − 50

0.5

= 0.523

Equation (E5.3):

ORadj =

𝑎𝑎𝑎𝑎
𝑠𝑠𝑠𝑠11

× 𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠00

𝑏𝑏𝑏𝑏
𝑠𝑠𝑠𝑠10

× 𝑐𝑐𝑐𝑐
𝑠𝑠𝑠𝑠01

=
26
0.7 × 321

0.523
313

0.715 × 50
0.5

= 0.52 (E5.3)

For this set of bias parameter values, one would expect that in the absence of selection bias, approximately 
the same protective effect of overnight shift work would have been observed (ORadj = 0.52 vs ORcrude = 0.53). Note 
that the second odds ratio is calculated directly from the cells of the observed 2 × 2 table and does not adjust 
for any confounders. This result is the first row of Table 5.2. This calculation is repeated for s11 = {0.7, 0.6, 0.5, 
0.4} and s01 = {0.5, 0.4, 0.3}. The spreadsheet used in this example is provided in Annex 2 (online only; available 
from: https://publications.iarc.who.int/634#supmat). No combination of these selection probabilities leads to a 
bias-adjusted odds ratio that supports a harmful effect of overnight shift work. Most bias parameter combinations 
lead to more protective bias-adjusted effects; only bias parameters that may be viewed as less plausible, such as 
those with higher participation rates among exposed control participants than among exposed case participants, 
lead to adjusted effects near the null. These results suggest that for these bias parameter values, selection bias is 
not likely to be responsible for the observed protective effect of shift work. 

https://publications.iarc.who.int/634#supmat
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  Example 5.30b. Quantitative bias analysis to examine potential selection bias in a nested case–control study  
   of breast cancer (continued)

Table 5.2. Sensitivity analysis for overnight shift work and incident breast cancer from a case–control studya

Bias parameters Bias-adjusted ORb 95% 
confidence 

intervals11 s10
b s01 s00

b

0.7 0.715 0.5 0.523 0.52 (0.32–0.86)
0.7 0.715 0.4 0.545 0.40 (0.24–0.66)
0.7 0.715 0.3 0.587 0.28 (0.17–0.46)
0.6 0.725 0.5 0.523 0.62 (0.37–1.01)
0.6 0.725 0.4 0.545 0.47 (0.29–0.78)
0.6 0.725 0.3 0.587 0.33 (0.20–0.54)
0.5 0.740 0.5 0.523 0.75 (0.46–1.24)
0.5 0.740 0.4 0.545 0.58 (0.35–0.95)
0.5 0.740 0.3 0.587 0.40 (0.25–0.66)
0.4 0.764 0.5 0.523 0.97 (0.59–1.60)
0.4 0.764 0.4 0.545 0.75 (0.45–1.23)
0.4 0.764 0.3 0.587 0.52 (0.32–0.86)

OR, odds ratio.
a Using an overall response rate among case participants of scase = 0.714 and an overall response rate among control participants of 
scontrol = 0.520 and the observed cell counts (a = 26, b = 313, c = 50, and d = 321).
b s10 and s00 and the adjusted odds ratio are calculated using the formulae given in this section, conditional on the observed cell counts and 
overall response rates.
Source: O’Leary et al. (2006).

(text continues on page 146)

 Example 5.30c. Confidence interval estimation when quantifying selection bias for a nested case–control  
  study of breast cancer

In the study by O’Leary et al. (2006), the variance estimated from the crude data isEquation (E5.4):

Var(log OR) =
1
𝑎𝑎𝑎𝑎

+
1
𝑏𝑏𝑏𝑏

+
1
𝑐𝑐𝑐𝑐

+
1
𝑑𝑑𝑑𝑑

=
1

26
+

1
313

+
1

50
+

1
321

= 0.065

Equation (E5.5):

ln 0.52 ± 1.96 × √0.065 = (0.32, 0.86)

 

 

(E5.4)

This variance can be used in conjunction with the bias-adjusted effect estimates derived in Example 5.30b. For 
example, in the first row of Table 5.2, the bias-adjusted odds ratio is 0.52, and the 95% confidence interval can be 
calculated as

Updated equation E5.5

Equation (E5.5):

ln(0.52) ± 1.96 × √0.065 = (0.32, 0.86)

 

 
(E5.5)

Similar calculations can be included for each row of Table 5.2 to generate bias-adjusted interval estimates. (text 
continues on page 146)
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A second cause for concern is 
that the methods presented here 
admit no uncertainty about the bias 
parameters; they assume complete 
confidence in the parameter value. It 
is possible to specify a distribution for 
each bias parameter, with that distri-
bution representing the investiga-
tor’s uncertainty regarding the value 
of the bias parameter, and then to 
conduct a probabilistic bias analysis 
(Example 5.30d).

In a probabilistic bias analysis, un- 
certainty is incorporated into the bias 
parameter by repeatedly sampling se- 
lection probabilities from each of the

four bias parameter distributions. 
Each set of sampled bias parameters 
is used to bias-adjust the observed 
table, as before. Finally, to incorpo-
rate the conventional random error, 
the variance should be based on the 
non-bias-adjusted cell counts, as 
calculated previously. This approach 
is iterated a large number of times, 
and the resulting estimates are 
summarized by an overall bias-ad-
justed estimate (the median of the 
bias-adjusted results) and an uncer-
tainty interval (the 2.5th and 97.5th 
percentiles of the bias-adjusted re- 
sults). This approach can easily be 
implemented in Excel, R, Stata, or 

SAS. To find the bias analysis esti- 
mate given in Example 5.30e, Excel 
spreadsheets were used, with 1000 
iterations (https://sites.google.com/site/ 
biasanalysis/Home; Fox et al., 
2021); the spreadsheet is provided 
in Annex 2 (online only; available 
from: https://publications.iarc.who.
int/634#supmat).

5.5 Other miscellaneous 
biases

In this final section, several biases are 
considered that do not necessarily 
fit neatly into the categorization of 
biases comprising selection bias, 
information bias, and confounding.

  Example 5.30d. Probabilistic bias analysis to examine potential selection bias in a nested case–control study  
   of breast cancer

In the study by O’Leary et al. (2006), one might believe that the selection probability among the exposed case 
participants is between 0.6 and 0.8, with 0.7 the most likely selection probability; one could then parameterize this 
belief as a triangular distribution with a minimum of 0.6, a maximum of 0.8, and a mode of 0.7. This distribution 
should capture a well-informed belief about the distribution of plausible selection probabilities among the exposed 
case participants. Similarly, a distribution for each of the three other selection probabilities could be parameterized. 
For the purposes of this example, the selection probabilities from the first row of Table 5.2 are used. It is assumed 
that the mode of each distribution is the selection probability given in the table (s11 = 0.7, s10 = 0.715, s01 = 0.5, and 
s00 = 0.523). For simplicity, it is assumed that the minimum of each of the distributions is 0.1 below the mode and 
the maximum is 0.1 above the mode (e.g. the distribution for s01 is centred at 0.5 and has a minimum of 0.4 and a 
maximum of 0.6). (text continues above)

  Example 5.30e. Applying probabilistic bias analysis results to estimated odds ratios in a nested case–control  
   study of breast cancer

For the study by O’Leary et al. (2006), the probabilistic bias analysis returns an odds ratio of 0.52 (95% credibility 
interval, 0.29–0.91). The point estimate is identical to the point estimate obtained from the simple bias analysis; 
this will generally be the situation whenever the bias parameter distribution is symmetrical around the mode. The 
interval estimate for the probabilistic bias analysis is larger than that for the simple quantitative bias analysis; this 
will generally be the situation, because the intervals for the former analysis incorporate additional uncertainty 
around the bias parameters. (text continues above)

https://sites.google.com/site/biasanalysis/Home
https://sites.google.com/site/biasanalysis/Home
https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
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5.5.1 Healthy worker biases

There are two types of healthy worker 
bias. The first type is healthy worker 
hire bias, which occurs when relatively 
healthy individuals in an occupational 
population are compared with the 
general population; it may lead to 
downward bias in relative mortality 
measures (e.g. for all causes or for 
all cancers) (Checkoway et al., 1989, 
2004). The second type is healthy 
worker survivor bias, which occurs 
because workers who are healthy 
are more likely to stay employed for 
longer, thus experiencing the greatest 
amount of exposure (Pearce et al., 
1986). Because of these two selection 
processes, an occupational popula-
tion is usually inherently non-compa-
rable with the general population with 
which it is typically compared in occu-
pational cohort studies. This occurs 
even if participants continue to be 
followed up after they leave employ-
ment, because they are likely to have 
lower lifetime cumulative exposure 
than those who remain in employ-
ment. Although healthy worker bias 
is most commonly discussed in terms 
of occupational cohort studies, the 
same issues of bias apply to other 
study designs (such as nested case–
control and cross-sectional studies) 
that are based on the experience of a 
cohort over time.

Some authors regard healthy work- 
er bias as an example of selection 
bias, because of the selection of an 
inappropriate comparison population 
(i.e. comparing the general popula-
tion with a healthy employed popula-
tion) or conditioning on employment 
in the industry. Others regard it as 
an example of confounding, because 
employed people and those who 
remain in employment are gen- 

erally healthier than the rest of the 
source or general population with 
which they are being compared 
(Checkoway et al., 2004; Keil et al., 
2015). In the context of this book, 
healthy worker bias can be regarded 
as confounding, because it arises 
from inherent differences between 
employed and non-employed sub- 
groups in the source population. 
Therefore, it is also addressed in 
Chapter 3.

5.5.2 Immortal time bias

Immortal time bias arises if the defini-
tion of one of the two exposure groups 
that are compared within a study is 
specified incorrectly, such that there 
is a period during which members 
of that exposure group accumulate 
person-time but will not be included 
in the study if they experience the 
outcome (Hanley and Foster, 2014). 
A good example of this was presented 
as far back as the 1840s by William 
Farr: generals and bishops live long- 
er than curates and soldiers, but only 
because one has to reach a certain 
age to hold such a position (Farr 
and Humphreys, 1885). This can be 
regarded as a type of selection bias 
(related to time-zero specification, 
described in Section 5.2.3), because 
some study participants are only in- 
cluded in the analysis if they sur- 
vive up to a certain time point, but if 
they do, their person-time up to that 
point is incorrectly included in the data 
analysis. Although this issue may 
seem obvious, this error seems to 
reappear in epidemiology, and im- 
mortal time bias has led to seriously 
flawed results (Example 5.31).

5.5.3 Reverse causation and 
protopathic bias

Reverse causation occurs when the 
exposure changes after the disease 
of interest occurs or is caused by the 
diagnosis of the disease. This can be 
viewed as a type of differential infor-
mation bias, because exposure has 
been measured at the wrong time 
(i.e. too close to the occurrence of 
disease) and is therefore misclassi-
fied. The easiest way to avoid reverse 
causation is to use a prospective 
cohort study design, in which a condi-
tion of enrolment in a study is not 
having cancer, perhaps after an initial 
period to allow for the appearance of 
cancers that were latent but not yet 
diagnosed, and then to assess expo-
sure. In case–control studies, reverse 
causation may occur when there is 
not careful assessment of the timing 
of exposure and confirmation that the 
disease occurs after the occurrence 
of exposure. One method of evalu-
ating the effect of reverse causation 
is to exclude individuals who only 
recently experienced the exposure of 
interest (Example 5.32).

Protopathic bias is related to re- 
verse causation and is often included 
in the definition of reverse causation. 
However, it differs in that the occur-
rence of disease does not directly 
affect exposure status. Rather, proto-
pathic bias occurs indirectly when a 
symptom of the undiagnosed disease 
causes a change in the exposure of 
interest in the case participants. Pro- 
topathic bias can occur in both cohort  
and case–control studies (Example  
5.33).

In cohort studies of cancer types 
for which survival is poor, the exclu-
sion of patients who were diagnosed 
within the early period of follow-up can 
provide evidence about the extent of 
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Example 5.31. Immortal time bias in a registry study related to solar radiation exposure

Immortal time bias was observed in a registry study of skin cancer in Denmark (Brøndum-Jacobsen et al., 2013; 
Lange and Keiding, 2014). The researchers aimed to investigate any beneficial effects of sun exposure on longevity, 
but because they did not have access to information on sun exposure, they chose people with a diagnosis of skin 
cancer as a proxy for high sun exposure. The comparison group was all people in Denmark without a diagnosis of 
skin cancer, and follow-up started at age 40 years. Whereas people in the comparison group were at risk of dying 
from this age onward, it was impossible for people in the skin cancer group to die before the age of diagnosis, 
which was, on average, 68 years. The immortal time bias led to people with skin cancer having half the mortality 
risk of people without skin cancer (relative risk, 0.52), and the study received great attention in the media in 
Denmark, with front pages stating that sunbathers live longer. In such a study, the correct analysis would be to 
allow people to change exposure status as they proceed through the study period (this is equivalent to using a 
time-dependent variable in a Cox model; Pearce et al., 1988). Thus, in this situation, the people with skin cancer 
should have been considered as part of the unexposed group until they received a diagnosis, and the results of 
the analysis would have been very different. (text continues on page 150)

Example 5.32. Examining reverse causation in a case–control study of oesophageal cancer

In a case–control study of oesophageal cancer and opium use, there was concern that reverse causation may 
partially explain the odds ratio of 2.00 (95% CI, 1.39–2.88), if people who developed cancer had a subsequent 
increased likelihood of taking up opium use. Therefore, Nasrollahzadeh et al. (2008) restricted the analysis to 
users who had reported use earlier than 1 year before cancer diagnosis; this gave an odds ratio of 1.92 (95% CI, 
1.30–2.84), indicating that reverse causation is unlikely to explain the association. (text continues on page 150)

Example 5.33. Examining protopathic bias in case–control studies of opium use and cancer

Opium consumption is an excellent example of an exposure that may be affected by protopathic bias in studies of 
cancer. In this case, the symptoms of undiagnosed cancer may motivate the patient to self-medicate with opium, 
making it appear that opium use increases the risk of disease. In studies of opium use and lung cancer, one of the 
causes of protopathic bias is related to the antitussive properties of opium. Because one of the early symptoms 
of lung cancer is coughing, the use of opium to ameliorate these symptoms may introduce protopathic bias. In 
this situation, because tobacco smoking is related to both coughing and lung cancer, controlling for smoking will 
minimize the risk of protopathic bias. (text continues on page 150)
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protopathic bias (Example 5.34). The 
impact of protopathic bias is more 
difficult to assess for cancer types for 
which survival times are longer.

5.5.4 Inappropriate control for 
a collider (other than selection 
into the study) in the analysis

Bias can also arise from inappro-
priate control for a collider (other than 
selection into the study) (Pearce and 
Lawlor, 2016), even if 100% of the 
source population has been recruited 
into the study (and therefore there 
cannot be selection bias). Briefly, 
controlling for any collider can open 
a backdoor pathway involving that 
collider, and the resulting bias can 
only be controlled by controlling for at 
least one other variable on the same 
backdoor pathway (Example 5.35).

5.5.5 Biases in biomarker 
exposure measures

Biomarkers are now extensively 
used in cancer epidemiology. Within 
the concept of the exposome, their 

application has widened to incorpo-
rate new high-throughput techniques 
to evaluate exposure or intermediate 
pathways and preclinical disease 
markers (e.g. Wild, 2005). In the con- 
text of this book, we consider 
mostly biomarkers of exposure, i.e. 
measurements in body fluids or other 
tissues that correlate with an envi-
ronmental exposure or an exposure 
mixture. Biases arising from the use 
of biomarkers can most commonly 
be regarded as information bias, but 
these issues are considered here 
because they also relate to reverse 
causation. In contrast, the appro-
priate use of biomarkers can help to 
avoid or minimize information bias.

Biomarkers can be used as direct 
measures of exposure in study par- 
ticipants and are frequently used in 
a subpopulation to develop expo-
sure models that are then applied 
to the whole study population by 
modelling using proxies of exposure 
(Example 5.36).

Like for any other exposure mea- 
sured through questionnaires or other 

methods, errors in biomarker mea- 
surements can result from both non- 
differential and differential misclassifi-
cation (Fig. 5.4).

(a) Non-differential errors in 
biomarker measurements

In a case–control study of breast can- 
cer (Mukherjee Das et al., 2022), 
using urinary concentrations of short-
lived chemicals (e.g. phthalates) 
would introduce non-differential mis- 
classification because of extreme  
time-related misclassification. The time 
window of interest for a chronic 
disease, such as breast cancer, could 
be 10–20 years before clinical disease 
diagnosis, while the biomarker would 
measure exposure only during the 
previous few weeks. It is unlikely that 
breast cancer status would affect the 
performance of the biomarker test or 
alter levels of phthalates; thus, this 
is a non-differential misclassification 
mechanism. Chapter 4 describes 
tools to assess the direction and 
magnitude of non-differential biases 
in continuous exposures.

Example 5.35. Inappropriate adjustment for a collider

Richiardi et al. (2008) provide an example of inappropriate adjustment for SES in occupational cancer studies. 
They consider the scenario where SES is not a cause of the cancer under study but is associated with other 
occupational factors (apart from the main exposure) that are causes of the cancer under study. In this situation, 
adjustment for SES can open a backdoor pathway involving the other occupational factors, and thus bias the effect 
estimate for the main occupational exposure under study. (text continues above)

 Example 5.34. Evaluating the potential impact of protopathic bias in a study of pancreatic cancer

In a cohort study of prognostic factors for pancreatic cancer, for which survival is poor, Sheikh et al. (2020) 
evaluated the potential impact of protopathic bias by excluding any participant who had started using opium in the 
2 years before receiving a diagnosis. They found minimal impact on the results when the few participants who had 
started using opium recently before diagnosis were excluded. (text continues above)
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Example 5.36. Modelling using biomarker-based proxies of exposure in a study of herbicide exposure

In the IARC cohort of phenoxy herbicide (Agent Orange) workers who were exposed to dioxins that are contaminants 
of the herbicides (Saracci et al., 1991; Kogevinas et al., 1997), several studies were conducted among industrial 
workers and professional sprayers to measure the most toxic dioxin compound, 2,3,7,8-tetrachlorodibenzo-p-
dioxin (TCDD), in blood samples. In most workers, measurements were made several years after the end of 
employment (IARC, 1997). Measurement after the end of employment can be problematic for most chemical 
exposures, because of the short half-life of most compounds; the chemicals are eliminated from the body during 
a relatively short time (hours, days, or a few months). Dioxins, like other persistent organic compounds and some 
metals and radionuclides, have a long half-life, frequently longer than 5 years. In the dioxin cohorts, levels of 
TCDD since first exposure could be reconstructed by modelling, using information from individual job records 
and individual measurements of blood levels of TCDD (Fig. 5.3). The studies in subsamples indicated a strong 
correlation of TCDD levels with duration of employment in jobs or industries with potential exposure to TCDD; it 
was also observed that TCDD levels increased only after substantial exposure to the herbicides, approximately 
after at least 1 year of exposure. Exposure models were then developed for all the cohort participants, based 
essentially on information on duration of exposure. (text continues on page 152)

Fig. 5.3. Serum levels of TCDD, adjusted for lipids, in 253 workers in the USA, as a function of years of exposure
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(b) Differential errors in 
biomarker measurements

If the biomarker levels were affected 
by the disease, this could also intro-
duce differential misclassification in 
a case–control study, because levels 
among case participants would de- 
pend on disease status. This has been 
described in relation to measure-
ments of chemicals in cancer types 
with poor prognosis, for example 
where disease could have affected 
weight and consequent mobilization 
of fat tissue, where several persistent 
compounds are stored in the body. 
Similarly, the possibility of differential 

misclassification has been raised in 
relation to tumours affecting immune 
status, for example measurements 
of infectious agents through anti-
bodies, the production of which could 
be affected by the disease (Aguilar 
et al., 2017), as in Example 5.37. 
Section 4.2.3 describes tools for as- 
sessing the direction and magnitude 
of bias from differential exposure.

5.6 Summary

In summary, selection bias can occur 
because of differences between the 
study population and the source pop- 

ulation. Selection bias can arise 
through various mechanisms, such 
as incomplete recruitment from the 
source population or loss to follow-up. 
This selection bias is distinct from 
issues of representativeness or gen- 
eralizability or transportability, which 
relate to comparisons between the 
target population and the source 
population.

In general, selection bias occurs 
as a result of incomplete recruitment, 
if selection depends differentially on 
exposure and disease status (e.g. if 
exposed case participants are more 
or less likely than other groups to 
be recruited) and if this incomplete 

Example 5.37. Differential errors resulting from use of biomarkers in studies of Burkitt lymphoma

Infection with Epstein–Barr virus is a primary cause of endemic Burkitt lymphoma, a common neoplasm in children 
in Africa. An ecological association has been reported between endemic Burkitt lymphoma and the prevalence of 
malaria due to infection with Plasmodium falciparum (IARC, 2013). In a case–control study of Burkitt lymphoma in 
children in Malawi, blood levels of antibodies to both Epstein–Barr virus and P. falciparum were evaluated, and it 
was found that there was a strong association with Epstein–Barr virus, a moderate association with P. falciparum, 
and an additive interaction of both infections. However, the observed associations with the two infections could 
be due to differential misclassification, because antibody levels could be different for children with and without 
Burkitt lymphoma, particularly if reverse causation was involved, i.e. if having Burkitt lymphoma increased the risk 
of being infected with malaria. (text continues above)

Fig. 5.4. If X (exposure) is associated with B (biomarker) and there is measurement error of B, this would induce non-
differential misclassification. If the disease (Y) affects the levels of B, this would induce differential misclassification.

X Y

B

Fig. 5.5
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kwr301 PMID:22223710
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sure. Epidemiology. 18(4):453–60. doi:10.1097/ 
01.ede.0000261472.07150.4f PMID:17473709

Fox MP, MacLehose RF, Lash TL (2021). 
Applying quantitative bias analysis to epide-
miologic data. Statistics for biology and 
health. 2nd ed. Cham, Switzerland: Springer; 
doi:10.1007/978-3-030-82673-4_6
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acteristics of UK Biobank participants with those 
of the general population. Am J Epidemiol. 
186(9):1026–34. doi:10.1093/aje/kwx246 PMID: 
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recruitment is not adjusted for in the 
analysis. In cohort studies, impor-
tant mechanisms for selection bias 
include non-response at baseline, 
loss to follow-up, left truncation, right 
truncation, and immortal time bias. 
In case–control studies, all of these 
biases are possible; in addition, bias 
could occur through inappropriate 
selection of control participants (e.g. 
a control group that does not provide 
a valid estimate of the exposure 
history in the source population).

Qualitative tools for assessing the 
existence, direction, and magnitude 
of selection bias include the use of 
negative control exposures, negative 
control outcomes, ad hoc reanalyses 

of published data, comparisons with 
external data, and the use of several 
control groups. All of these can be 
regarded as types of triangulation. 
Quantitative methods also exist for 
sensitivity analyses that involve 
adjusting for hypothesized selection 
bias. Although these calculations are 
relatively easy to implement, it is often 
the situation that there will not be 
adequate information to specify bias 
parameters for a range of possible 
selection effects.

Thus, as noted in Chapter 1, one of 
the primary questions posed to IARC 
Monographs Working Group experts 
is, “Can we reasonably rule out selec-
tion bias as an explanation for an 

observed exposure–cancer associa-
tion?” This can be particularly difficult 
to assess, because most published 
studies provide little or no discussion 
of the potential for selection bias, in 
contrast to the usually more exten-
sive discussions of the potential for 
confounding (Chapter 3) or misclas-
sification (Chapter 4). Therefore, it is 
important that authors, and editors, 
are encouraged to report the informa-
tion that is required for a valid assess-
ment of the potential, direction, and 
magnitude of possible selection bias, 
as described in Chapter 7.
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chapter 6.

Incorporating bias assessments 
into evidence synthesis

Amy Berrington de González, Nathan DeBono, Alexander P. Keil,  
Deborah A. Lawlor, Ruth M. Lunn, and David A. Savitz

6.1 Introduction

In the IARC Monographs programme, 
and in many other situations, experts 
are asked to examine, evaluate, and 
interpret a body of research that will 
then be used to make a judgement that 
could inform an authoritative state- 
ment, influence regulations, guide indi-
vidual behaviours, or have other soci-
etal impact. In the IARC Monographs 
assessment process, the focus is 
on potentially preventable causes of 
cancer, but the same principles are 
applicable to other disease deter-
minants and health outcomes. In 
public health, the determination of 
causation is rarely a simple yes–
no decision. Rather, it requires the 
careful assembly of evidence and the 
use of inferential methods to reach 

a conclusion. Studies can provide 
information on the statistical relation 
between exposure and disease; by 
combining subject-matter expertise 
with an understanding of the study 
design and methods, considering 
complementary lines of research, 
and carefully examining the results, 
an assessment is made of the validity 
of the observed associations and 
their implications for inferences about 
causality. In almost all situations of 
interest, there will be more than one 
contributory study. The goal is to 
assess first the information value of 
each study, methodically and accu-
rately, and then the totality of the 
available studies.

In this chapter, approaches are 
outlined for incorporating the wide 
array of bias assessment methods 
described in this book into the review 

process and evidence synthesis. This 
includes developing the process for 
the systematic review of key biases in 
individual studies and incorporating 
the bias assessment into the evidence 
synthesis. Two somewhat distinct ap- 
proaches to the systematic review 
of biases are currently in use, which 
can be labelled as triangulation and 
algorithms. These two approaches 
are first described and contrasted, 
and then the rationale for a proposed 
third way is provided, drawing on 
the strengths of each. Three main 
steps in the bias-review process are 
outlined and illustrated with examples 
from the exposures used throughout 
this book. The chapter concludes 
with some discussion of methods for 
evaluating multiple sources of bias 
within a single study.
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6.2 Frameworks for 
incorporating bias assessment 
into evidence synthesis

6.2.1 Triangulation

The triangulation of evidence from 
cancer epidemiology, animal bio- 
assays, and mechanistic research 
is the overarching framework for 
the IARC Monographs review and 
classification system, as detailed in 
Chapter 1. Triangulation was intro-
duced conceptually in Chapters 3 
and 5 as a means of examining biases 
(specifically, confounding and selec-
tion bias) in individual studies. Trian- 
gulation can also serve as a frame- 
work for bias assessment across 
the epidemiological data. This ap- 
proach emphasizes the benefits of 
examining the complete array of 
evidence to determine whether the 
varying strengths and limitations of 
the studies provide complementary 
information that helps in making an 
integrated assessment (Lawlor et al., 
2016). The concept is particularly 
applicable when there is an array of 
studies with varying methodological 
strengths and limitations that could 
lead to bias in opposing directions.

Specifically, the aim in triangula-
tion is to identify study designs (or 
approaches) that would be expected 
to have biases in opposing direc-
tions, to infer what a third, hypothet-
ical, group of idealized studies would 
find. This inferred ideal can provide 
additional information about the prob-
able bounds of a true causal effect. 
In practice, this can be implemented 
by contrasting studies through strati-
fied meta-analysis or stratified forest 
plots. The approach requires consid-
eration of the direction of the potential 
biases; this is an important strength. 

Example subgroups of studies that 
could be contrasted include the expo- 
sure setting, which might relate to the 
exposure level and degree of mea- 
surement error, for example studies 
of occupational versus environmental 
levels of exposure, cohort versus 
case–control study designs for as- 
sessment of recall bias, or cancer 
incidence versus mortality end-points 
for outcome misclassification. The 
study features should ideally involve 
complementary and exclusive biases 
that might affect one group of studies 
but not another. While no single study 
is likely to have all the desired posi-
tive features, a series of imperfect 
studies with complementary features 
could allow inference of what might 
be found in an ideal study.

By considering the full array of 
informative studies, there is an em- 
phasis on corroboration, which links 
back to Hill’s viewpoint on consis-
tency of findings across a variety of 
locations and populations (Hill, 1965) 
and is consistent with the IARC 
Monographs Preamble (IARC, 2019), 
as noted in Chapter 1. Triangulation 
emphasizes the exploration of sources  
of heterogeneity. The reasoning is log- 
ical, intuitive, and flexible in being 
adaptable to a range of topics and di- 
verse methodological concerns. These 
are all additional strengths. A weak-
ness, currently, is that triangulation 
is a broad rather than a specific ap- 
proach, lacking standardization; this 
could be invoked as a rationale that 
leads to a range of conclusions. In 
drawing on subject-matter expertise 
to interpret a given set of studies, 
there is latitude in what is emphasized 
and what is downplayed.

6.2.2 Algorithms

Several algorithms for bias assess-
ment in epidemiology have been 
proposed, including Risk of Bias in 
Non-randomized Studies of Interven- 
tions (ROBINS-I) (Sterne et al., 2016) 
or of Exposure (ROBINS-E) (Higgins 
et al., 2022, 2024) and risk-of-bias 
scales, such as the Newcastle–
Ottawa instrument (Deeks et al., 
2003). A strength is that they offer 
a comprehensive set of rules and 
procedures to follow, with the intent 
of providing an evaluation that is 
replicable and objective and can be 
conducted by non-experts. A concern 
is the unwarranted degree of confi-
dence that the algorithm gives the 
so-called correct answer (Igelström 
et al., 2021). There is no gold stan- 
dard to know when an answer is 
right or wrong, and it is preferable to 
acknowledge the complexity of infer-
ences about causality and accept the 
burden of explaining the reasoning 
that leads to the judgement, instead 
of simply invoking an algorithmic 
methodology. The aspiration of elim-
inating the subjectivity of reviewers 
and ensuring replicability is laudable, 
but it is unrealistic to expect that a 
generic algorithm for judging study 
quality will apply with equal validity to 
all exposures and all outcomes.

The comprehensive nature of the 
current algorithms, often involving a 
lengthy series of questions covering 
every potential source of bias, can 
also be a weakness. If there is no 
initial evaluation by subject-matter 
experts of the domains that are key 
or influential biases for the expo-
sure and outcome of interest, then 
the application of the algorithm to 
every study tends to pare down the 
evidence that is used, with studies 
accepted or rejected due to possibly 
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minor or misplaced concerns rather 
than acknowledging that each has 
strengths and limitations. Many algo-
rithms also do not emphasize an 
evaluation of the direction of the bias. 
In hazard identification, the direction 
is especially important. There is the 
potential for substantial loss of infor-
mation about a potential hazard if all 
positive studies with bias towards the 
null were excluded, for example. The 
ability to assess consistency and the 
role of chance is also reduced if only 
a small subset of studies is retained.

These algorithms are often used 
in conjunction with the Grading of 
Recommendations, Assessment, De- 
velopment, and Evaluations (GRADE) 
framework (Guyatt et al., 2008), 
developed for assessing clinical or 
other forms of experimental research, 
which automatically downgrades the 
value of observational studies in the 
evidence synthesis. Randomization 
is rarely ethical or feasible with etio-
logical studies of cancer (other than 
prevention trials) and often requires 
the forfeit of other important study 
attributes, including exposure range, 
prolonged exposures, and study size. 
The strengths and weaknesses of 
different study designs will depend on 
the specific exposure and outcome 
under consideration.

Finally, although an algorithm may 
be presented as well-defined and 
systematic, there is still abundant 
opportunity to have the opinions of 
those implementing it influence the 
outcome. To the extent that there is 
a need for subject-matter expertise 
and an inherent intrusion of individual 
judgements, it is preferable to present 
the fact transparently rather than to 
mask it behind an algorithm.

6.2.3 Concluding thoughts 
about frameworks

There are strengths and weaknesses 
of triangulation and algorithms, as 
currently proposed, as bias assess-
ment frameworks for epidemiological 
studies. A third way lies between 
the rigid approach of algorithms and 
the general approach of triangula-
tion. This third way involves laying 
out a bias assessment process for 
the specific exposure and outcome 
under review that uses the full 
array of informative studies and the 
wide array of tools described in this 
book to assess the direction and 
magnitude of potential biases. This 
proposed approach is consistent with 
the review methods described in the 
IARC Monographs Preamble (IARC, 
2019; see Chapter 1), which calls for 
Working Groups to integrate studies 
in evidence synthesis on the basis 
of their quality and informativeness 
but recommends against the use 
of checklists to assess biases and 
sources of error. It is also recom-
mended that the bias assessment 
process be led by subject-matter 
experts, including epidemiologists, 
statisticians, and exposure asses-
sors, again consistent with the IARC 
Monographs assessments. The fol- 
lowing sections outline the key steps 
in this proposed approach and illus-
trate it with examples.

6.3 Developing the bias-review 
process

A bias-review process, developed by 
subject-matter experts, can guide the 
systematic review of biases in each 
individual study and at the evidence 
synthesis stage. There are typically 
several steps in the process, as 
outlined in Fig. 6.1: (i) a definition 

of the key biases for the exposure–
outcome under consideration; (ii) a 
review, and a summary, of the infor-
mative studies for these key biases; 
and (iii) an assessment of the influ-
ence of the key biases on the study 
findings. The process is specific to 
each pair of exposures and outcomes 
under consideration and can be itera-
tive. For the IARC Monographs evalu-
ations, the Preamble and instructions 
for authors provide a starting point, 
and substance-specific issues can 
be added to the meeting-specific 
instructions for authors (IARC, 2024). 
These steps are described in more 
detail next.

6.3.1 Determining the key 
types of bias

A key step for the expert review 
group is to consider which of the 
many potential biases are of greatest 
concern. This will depend on the 
specific exposure–cancer outcome 
pair under review, and on the types 
of study that are available. A directed 
acyclic graph (DAG), as described 
in Chapter 2, can help the expert 
reviewers to reach agreement on the 
possible bias domains. Once these 
bias domains are agreed on, some 
specific signalling questions can be 
developed to guide the reviewers in 
their considerations. These questions 
should help identify the direction and 
likely magnitude of the bias, not simply 
its presence or absence. Chapters 
3, 4, and 5 can help the reviewers 
make these determinations. Deciding 
which biases are not relevant, or not 
likely to be material, helps to focus 
the reviewers’ attention on the critical 
subset. This process is illustrated in 
Examples 6.1 and 6.2.
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Fig. 6.1. Steps in the bias-review process.

Step 1: Define key biases for the exposure–outcome
• Define key confounders (causes of the outcome that plausibly influence exposure)
• Determine types of measurement error, including classical, Berkson, differential, non-differential
• Consider other biases, including selection bias, outcome misclassification, reverse causation, 

protopathic bias

Step 2: Review informative studies for each key bias
• Use methods described in Chapters 3–5, including indirect assessment approaches
• Determine direction and magnitude of bias wherever possible
• Summarize findings for each study in bias assessment summary table

Step 3: Assess influence of key biases on the study findings
• Identify subsets of studies with or without key biases
• Identify subsets of studies with biases in opposing direction
• Assess consistency of results across these subsets of studies

 

 Example 6.1. Selection of key biases for night shift work

Because night shift work is a complex exposure scenario, the IARC Monographs Working Group stated in its 
assessment of the evidence in humans that “exposure assessment quality of night shift work was a key parameter 
for the evaluation of the studies” (IARC, 2020), and the reviewers conducted an extensive evaluation of this aspect 
of each study. In contrast, the Working Group noted that although differences in lifestyle factors exist between 
day and night shift workers, these differences are usually small; this suggests that the reviewers considered 
confounding to be of lesser concern. Because there were many informative case–control studies, which tended 
to have more detailed exposure assessment, selection bias was examined, along with recall bias. (text continues 
on page 162)

Example 6.2. Selection of key biases for opium consumption

There were a wide range of concerns about potential biases in the epidemiological studies of opium consumption, 
and the IARC Monographs Working Group documented its considerations in an annex to IARC Monographs 
Volume 126 (IARC, 2021), which serves as an example of a bias assessment framework. The Working Group noted 
that key potential biases for the examined studies of opium consumption included reverse causation (consumption 
of opium because of a cancer diagnosis) and protopathic bias (consumption of opium to alleviate prediagnostic 
symptoms). In addition, there were concerns about selection bias because there were several hospital-based 
case–control studies. Non-differential exposure misclassification and inclusion of infrequent opium users in the 
baseline category used for exposure–response analyses were thought to lead to downward bias. Finally, there 
were other strong risk factors for the cancers under study, particularly tobacco use, which had been shown in the 
exposure assessment review to be strongly related to opium use; thus, confounding was also a potential bias. (text 
continues on page 164)
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(a) Guidance for identifying key 
confounders

Once the key bias domains have been 
identified for the specific exposure–
cancer scenario under investigation, 
the review team should provide 
additional details to guide the bias 
assessment. For confounding, the 
Working Group members should use 
their expertise and literature reviews 
to identify all the key confounders, i.e. 
those variables most likely to bias the 
effect estimate and distort its interpre-
tation if they are not controlled for in 
the study. The use of DAGs can guide 
and help document these decisions 
(see Chapter 2). An approach to this 
identification is given in Side Box 6.1 
and Example 6.3. The methods in 
Chapter 3 can help in assessing 
the likely direction and magnitude 
of confounding. There should also 
be consideration of whether certain 
variables could be effect modifiers or 
mediators, rather than confounders, 
because adjustment for these could 

introduce, rather than remove, bias 
(see Chapter 2 for more details).

(b) Guidance for assessing 
misclassification and 
mismeasurement of exposure

In general, the bias framework for 
exposure misclassification should 
cover how well the exposure proxy 
approximates the exposure of inter- 
est, the extent of measurement error, 
and whether the measurement error 
is differential or non-differential. Side 
Box 6.2 lists scoping questions 
to inform the bias evaluation. The 
methods described in Chapter 4 can 
help to determine the likely direction 
and possible magnitude of bias from 
misclassification and mismeasure-
ment of exposure, as illustrated in 
Example 6.4.

(c) Guidance for assessing  
other key biases

The detailed guidance described 
above for confounding and measure-
ment error provides examples of thor-
ough assessment of the key concerns 

for these topics. Other topics may call 
for analogous assessments of other 
types of bias, for example selection 
bias, healthy worker effects, and 
outcome misclassification. For each 
key bias, a set of questions should be 
identified and guidance provided. For 
example, for selection bias, reviewers 
should consider sources of bias 
such as study inclusion or exclusion 
criteria, sources of control partici-
pants, and missing data or loss to 
follow-up (Example 6.5). It may help 
to use DAGs to illustrate sources of 
selection bias, including colliders. For 
a detailed evaluation of how to iden-
tify selection bias in case–control 
studies, see Section 5.3.

6.3.2 Summarizing the bias 
assessment and synthesizing 
across studies

A table summarizing the results from 
the review of the key biases in each 
study is recommended. For instance, 
in Example 6.6, for an analysis of 
studies on opium consumption and 

 Side Box 6.1. Approach for identifying key confounders

(i)   Identify the known causes of the cancer (e.g. those with sufficient or limited evidence of causality) by consulting 
experts with relevant subject knowledge and using authoritative sources, such as the IARC Monographs 
and the IARC Handbooks of Cancer Prevention, the United States National Toxicology Program Report on 
Carcinogens, and the World Cancer Research Fund. Specify the hypothesized direction of the confounder–
cancer association (e.g. relative risk [RR] > 1 or RR < 1).

(ii)  Identify which cancer causes are plausibly related to the exposure of interest, by using authoritative sources 
and consulting experts with relevant subject knowledge. This information is often reported in the section 
on exposure characterization of the relevant IARC Monograph. Specify the hypothesized direction of the 
confounder–exposure association (e.g. RR > 1 or RR < 1).

(iii) Research (e.g. conduct literature searches, seek expert opinion on mechanistic data) whether the identified 
potential confounders could be mediatory (in the causal pathway between the exposure and cancer) rather 
than confounders. It may be helpful to construct a DAG to identify mediators and colliders, which should not 
be controlled for in studies.

(iv) Identify the minimal set of key variables necessary to control for confounding, and assess the expected 
direction of the bias (the methods outlined in Chapters 2 and 3 can be helpful). (text continues above)
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 Example 6.3. Specifying key confounders

Returning to the example of night shift work in relation to breast cancer, this example illustrates how the approach 
outlined in Side Box 6.1 can be used to specify key confounders.

Table 6.1 lists the causes of female breast cancer identified from IARC, the World Cancer Research Fund, the 
United States National Toxicology Program Report on Carcinogens, and literature reviews, and the subset of these 
that could be considered as potential key confounders for night shift work. Age at first full-term pregnancy could 
be considered the key confounder for reproductive breast cancer factors because other factors, such as parity, 
are often related to it, and some of their confounding effects are likely to be controlled for by controlling for age 
at first full-term pregnancy. Other pharmacological and lifestyle factors, such as the use of oral contraceptives 
and tobacco smoking, might not be key confounders because of relatively weak associations with breast cancer. 
In contrast, although a family history of breast cancer is strongly associated with breast cancer risk, it would be 
unlikely to be associated with night shift work and would therefore not be a key confounder. Occupational exposure 
to ionizing (cosmic) radiation could be a key confounder in flight crew studies because of its high correlation with 
night work hours. (text continues on page 164)

Table 6.1. Potential key confounders for night shift work and female breast cancer

Potential confounding 
factors

Causes of female breast cancera Key confounders (and expected directions)

Reproductive and 
family history factors

Early age at menarche, late age at first full-term 
pregnancy, nulliparity, menopausal status or age 
at menopause, no breastfeeding, family history 
of breast cancer

Young age at first full-term pregnancy or 
parity. These are protective for breast cancer 
and are probably negatively associated with 
night shift work; therefore, confounding away 
from the null.

Lifestyle factors Lack of physical activity (primarily 
postmenopausal breast cancer), obesity 
(increases risk in postmenopausal women; 
decreases risk in premenopausal women), 
consumption of alcoholic beverages, tobacco 
smoking

Obesity is a risk factor for breast cancer and 
is probably positively associated with night 
shift work; therefore, bias probably away from 
the null. Note that obesity could be a mediator 
or a confounder (or both).

Pharmacological 
factors

Diethylstilbestrol, estrogen–progestogen 
contraceptives, hormone menopausal therapy 
(estrogen–progestogen or estrogen only), 
digoxin

Demographics Age, socioeconomic status, education level Age, socioeconomic status, and education 
level are negatively associated with breast 
cancer, but the direction of the association 
with night shift work depends on the 
profession.

Occupational agents X-radiation, gamma radiation, ethylene oxide, 
polychlorinated biphenyls

Cosmic radiation for aircrew workers. 
The direction of the bias depends on the 
comparison group (e.g. day workers or non-
workers) and the study population.

a NTP (2018).
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 Side Box 6.2. Approach for assessing exposure misclassification and measurement error

•  How was exposure assessed in the studies under review (e.g. questions, records, environmental measurements, 
biomarkers)?

•  The Working Group should research the following questions for each type of exposure assessment.
– What was the temporal sequence of exposure and outcome measurement? Could disease status have 

affected the exposure measurement?
– Are there methods that are prone to major error or are biologically inappropriate for the exposure of interest? 

For example, a biomarker with a short half-life might not be informative for evaluating cancer risk.
– What are the ideal methods for evaluating exposure?
– What are the potential sources of measurement error?
– What is the type of measurement error (e.g. classical, Berkson, differential, non-differential)?
– Are there validation studies available? What values of sensitivity and specificity do the validation studies 

report? (text continues on page 164)

 Example 6.4. Assessing exposure misclassification

For studies on night shift work and breast cancer, the most common methods to assess and classify exposure 
involved using questionnaires, payroll records, or a population-based job-exposure matrix (e.g. based on survey 
data reporting the percentage of night shift workers for different job categories). Table 6.2 lists questions and 
considerations for assessing the potential biases from exposure misclassification in the studies on night shift work. 
(text continues on page 164)

Table 6.2. Assessment of exposure misclassification for studies on night shift work

Questions Guidance, comments

What is the source of the exposure assessment?
Is there concern that the exposure assessment 
did not distinguish between exposed and non-
exposed people or among exposure categories 
during a relevant time window of exposure?
What are the likely direction and magnitude of 
bias?

Questionnaires, interviews: 
Ideally, the questionnaire should cover actual hours worked and lifetime 
work history. The group defined as unexposed might be exposed (i.e. 
previous night shift work) in studies ascertaining current exposure. 
Ideally, in cohort studies, information should be collected after baseline.

Job-exposure matrix (JEM): 
Population-based JEMs are less informative than industry-specific 
JEMs. Information (e.g. census data) of the proportion of night shift 
workers in the same geographical region as the study population could 
provide some indication of the quality of the data.

Payroll records: 
These are objective but are usually not complete because industry-
specific records do not capture lifetime exposure from jobs in other 
workplaces. In general, bias from lower-quality exposure assessment 
is likely to be non-differential and towards the null (see Chapter 4 for 
exceptions).

Is there concern about differential recall? Differential recall bias (most likely away from the null) is a potential 
concern in case–control studies. It may be less likely in studies 
published before the 2007 IARC evaluation of shift work (IARC, 2010).

External research may help inform the assessment of recall bias (see 
Chapter 5 for examples).
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bladder cancer, Table 6.4 has one 
row per study and a column for each 
key bias, and gives the likely direction 
of potential bias. It is then easy to see 
the biases that have been identified 
for each study, and the groups of 
studies that have been identified with 
a certain bias. The table can be used 
to inform a triangulation process by 
identifying subsets of studies with 
differing key sources of biases, par- 
ticularly where some studies would 
be expected to produce bias in op- 
posing directions. The table also 
shows whether biases cluster within 
subsets of studies; this might make 
it difficult to separate the impact 
of specific biases. When multiple 
key biases affect a study, assess-
ment of the total (resultant) bias is 
non-trivial. Section 6.4 describes 
some approaches and the related 
challenges involved in assessing 
multiple biases within a single study.

The extent to which it is then 
feasible to integrate study results and  
bias assessment can be influenced by

how many informative human studies 
have been identified for review. For 
triangulation, the aim is to compare 
results from at least two, but ideally 
more, studies that have different key 
sources of bias. The study results 
can be contrasted via stratified forest 
plots or, more formally, by means of 
stratified meta-analysis to explore the 
impact of the bias. When there are 
many informative studies, the oppor-
tunities for bias assessment through 
triangulation are increased, particu-
larly if there is a variety of settings 
and study designs. The different 
steps in the process are illustrated 
with examples including studies on 
opium consumption and bladder can- 
cer (Example 6.6), a situation with 
only a few informative studies (mobile 
phone use and glioma; Example 6.7), 
and a quantitative triangulation of 
meta-analysis results where there are 
a large number of studies (red meat 
consumption and colorectal cancer; 
Example 6.8).

6.4 Methods for studying 
multiple biases

As seen in the examples throughout 
this book, studies could be subject to 
multiple key biases. At the evidence 
synthesis stage, the reviewers will 
then need to consider what the 
combined effect of those biases 
might be, and whether the combina-
tion could alter the interpretation. To 
answer this question requires consid-
eration of the magnitude of each bias, 
along with the direction of the bias 
and some understanding of whether 
the biases act independently. This 
section discusses the issues that need 
to be considered when assessing the 
likely impact of multiple biases, how 
to approach multiple-bias sensitivity 
analyses, and when an individual-level 
data reanalysis could be important. 
Annex 3 includes a worked example 
of a formal multiple-bias analysis for 
a study on opium consumption and 
bladder cancer, which illustrates the 
complexity and the need to specify 
multiple parameters. Because of the 

Example 6.5. Identifying selection bias

Table 6.3 illustrates how this approach to assessing the potential for selection bias can be applied to a bias-review 
framework for case–control studies on opium consumption and various cancers. (text continues on page 164)

Table 6.3. Identifying selection bias for case–control studies on opium consumption

Question Guidance, comments

Is there concern that selection into (or out of) the study 
was related to both exposure and outcome, and what is 
the likely direction of the bias?

Hospital control participants: 
Potential bias downwards if opium use is related to 
hospitalization and hospital control participants are more likely 
than the general population to have used opium.

 Neighbourhood control participants: 
Potential bias upwards if control participants who use opium 
are less likely to participate (e.g. leading to a lower exposure 
prevalence).
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Example 6.6. Bias assessment summary table

In the review of the human evidence for IARC Monographs Volume 126 on opium consumption and bladder 
cancer, one cohort study and several case–control studies were considered informative (IARC, 2021). As noted in 
Section 6.3.1, there were a considerable number of potential key biases, which were discussed in an annex, titled 
“Methodological considerations for epidemiological studies on opium consumption and cancer” (IARC, 2021).  
A meta-analysis published subsequently used the bias assessment to explore between-study heterogeneity; that 
assessment is used here to illustrate how the biases can be summarized and synthesized (Miranda Filho et al., 
2023).

Table 6.4 shows that most studies were not considered to be at risk of material (major) confounding bias or 
reverse causation, but that many of the case–control studies were considered to be at risk of selection bias and 
information bias. The direction of selection bias was identified as likely downwards in several hospital-based case–
control studies, but of uncertain direction in others. The potential for recall bias and exposure misclassification 
was considered quite low, but these biases could operate in different directions, hence the arrow showing that 
this could result in bias towards or away from the null. In all the studies, a positive association was found between 
opium consumption and bladder cancer, but the magnitude of risk for ever or never having used opium varied 
widely, with an odds ratio of 2.47 to 8.23 and a summary estimate of 4.07 (95% confidence interval [CI], 3.23–5.12). 
Miranda Filho et al. (2023) conducted sensitivity analyses by excluding studies with various biases (e.g. selection 
bias, information bias). The summary relative risk was slightly lower in the studies considered to have low risk of 
selection bias (odds ratio [OR], 3.40; 95% CI, 2.70–4.30) or information bias (OR, 3.69; 95% CI, 3.01–4.41) but 
was still strongly supportive of a positive association. 

Table 6.4. Bias assessment summary for studies on opium consumption (ever vs never use) and bladder cancer 
based on major concerns, as defined and identified by Miranda Filho et al. (2023)a

Study (first 
author)

OR or RR (CI)b Design Confounding Reverse 
causation

Selection 
bias

Information 
bias

Protopathic 
bias

Sheikh 2.86 (1.47–5.56) co
Aliasgari 2.60 (0.80–8.47) c–c(h) ← ↔
Aliramaji 4.10 (1.59–10.55) c–c(h) ← ↔
Sadeghi 2.70 (0.18–40.81) c–c(h) ← ↔
Nourbakhsh 3.87 (1.98–7.57) c–c ↔ ↔
Tootoonchi 2.45 (0.98–6.14) c–c ↔ ↔
Abdolahinia 8.23 (3.82–17.71) c–c ↔ ↔
Akbari 3.90 (1.28–11.85) c–c
Hadji 3.40 (2.69–4.29) c–c
Rashidian 4.40 (2.94–6.59) c–c
Ghadimi 4.96 (1.07–22.96) c–c(h) ← ↔
Hosseini 4.16 (2.67–6.47) c–c(h) ←
Ketabchi 7.99 (5.20–12.27) c–c ↔ ↔
Lofti 3.01 (1.73–5.23) c–c ↔
Shakhssalim 2.57 (1.55–4.26) c–c ↔

c–c, case–control; c–c(h), hospital-based case–control; CI, confidence interval; co, cohort; OR, odds ratio; RR, relative risk.
a Arrows indicate the direction of the biases: ←, downwards; ↔, uncertain direction. Blank indicates that the reviewers concluded that there 
was no substantial bias.
b Controlling for tobacco smoking, where available.
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Example 6.7. Bias assessment summary with few informative studies

In a review of studies on radiofrequency electromagnetic field radiation exposure (mainly through mobile phone 
use) and brain tumours (IARC, 2013), the reviewers considered most of the early small case–control studies to 
be relatively uninformative. Therefore, evaluation of the human evidence was based largely on two large case–
control studies: the Interphone multicentre case–control study (Cardis et al., 2011) and a large case–control study 
in Sweden (Hardell et al., 2011).

In the case–control study in Sweden, with 1148 cases of glioma and 2438 control participants, Hardell et al. 
(2011) reported a monotonically increasing risk of glioma with increasing cumulative duration of mobile phone 
use, with an odds ratio of 3.2 (95% CI, 2.0–5.1) for > 2000 hours use compared with no use. In the Interphone 
study, with 2708 cases of glioma and 2792 control participants, cumulative call time was divided into deciles, with 
a referent comprising those who had never regularly used mobile phones. In contrast to the findings from the 
case–control study in Sweden, in the Interphone study, the odds ratios were mostly < 1 (ranging from 0.7 to 1.05), 
except for the highest category, of ≥ 1640 hours of cumulative call time (OR, 1.40; 95% CI, 1.03–1.89). Because 
these were case–control studies based on self-reported mobile phone use, the review group identified differential 
measurement error (recall bias) and selection bias as the key potential sources of bias. Because there are few 
established risk factors for glioma, confounding was considered less of an identifiable problem.

Selection bias was of greater potential concern in the Interphone study, because the participation rates were 
relatively low, especially for control participants (64% for cases and 53% for controls). In the case–control study 
in Sweden, participation rates were higher and non-differential (85% for case participants and 84% for control 
participants). In the Interphone study, a short non-response questionnaire revealed that the participation rate was 
higher in regular mobile phone users, particularly for case participants. When the analysis was restricted to regular 
users (i.e. by changing the reference category), the odds ratios for cumulative call time changed qualitatively 
to become mostly > 1 (increasing by 20–50%). Although there was still no clear evidence of a dose–response 
relation across the 10 categories of duration, the odds ratio for ≥ 1640 hours of cumulative call time increased from 
1.40 (95% CI, 1.03–1.89) to 1.82 (95% CI, 1.15–2.89).

There were also extensive efforts to evaluate the quality of the exposure data in the Interphone study; these 
included a substudy with software-modified phones and phone records, which found substantial reporting error, 
with some indication of greater overreporting by case participants (Vrijheid et al., 2006, 2009). Exclusion of all 
participants who reported usage for > 5 hours per day decreased the odds ratio in the highest decile from 1.40 
to 1.27 (95% CI, 0.92–1.74), but truncation at 5 hours per day did not influence the odds ratio. As explained in 
Chapter 4, bias from non-differential misclassification in categorical variables is not necessarily towards the null. 
Table 6.5 summarizes the bias assessment for the key domains, and the likely direction of the bias for the two 
informative studies. 

Example 6.6. Bias assessment summary table (continued)

The Working Group concluded that chance, bias, and confounding could be ruled out because of the strong 
associations and the consistency across studies and across the study designs (e.g. the cohort and the case–
control studies with different sources of control participants). The Working Group did not use the term triangulation 
but commented, “It is notable that the results of all studies, regardless of design, point in the same direction” 
(IARC, 2021). (text continues on page 167)
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effort involved, it is worth considering 
whether multiple-bias assessment is 
necessary. For example, if the study 
result is positive and all key biases 
are expected to be towards the null, it 
is unnecessary to carry out a formal 
multiple-bias analysis for hazard 
identification.

There are two different approach- 
es for sensitivity analysis: bias-level 
sensitivity analysis and target-ad-
justed sensitivity analysis. In bias-
level sensitivity analysis, plausible 
bias values and structures are used 
to identify a range of results that the 
study could have obtained. When 
dealing with multiple biases, the order 
of corrections must be considered. 
For example, should one adjust for 
confounding or exposure misclas-
sification first? Fox et al. (2021) 

recommend what they term sequen-
tial bias analysis, in which biases are 
adjusted for sequentially in the reverse 
order of which they likely occurred. A 
common sequence in which biases 
arise would be confounding, followed 
by selection bias, and finally expo-
sure misclassification, but this is not 
always the case. The order of analysis 
matters because sensitivity and spec-
ificity parameters, for example, may 
differ, depending on whether misclas-
sification of the exposure or outcome 
occurs before or after study selection 
(Example 6.9). Ross et al. (2022) 
show how adjusting for biases in the 
wrong order using individual-level 
data can lead to misadjustment and 
residual bias.

Example 6.9 highlights the chal-
lenges of conducting a multiple-bias 

analysis, of which there are very few 
examples in the literature. If evidence 
hinges on a single study in which 
multiple biases are suspected, such 
an analysis may be informative, but 
it should be interpreted cautiously, 
because of the inherent dependence 
on the accuracy of bias parameters. 
Probabilistic bias analysis accounts 
for uncertainty in the bias parameters 
and is discussed in Chapters 4 and 5. 
This uncertainty is quantified by 
proposing a distribution, rather than 
a single value, for each bias param-
eter. At the extreme end of probabi-
listic bias analysis is bounding, which 
involves finding the largest amount of 
bias that could result from the plau-
sible distribution of bias parameters. 
In principle, a bounding approach 
can help to answer questions about 

Example 6.7. Bias assessment summary with few informative studies (continued)

Table 6.5. Bias assessment summary for case–control studies on mobile phone use and gliomaa

Study Risk estimate (95% CI) Information bias Selection bias

Case–control study in Sweden (Hardell et al., 2011) 3.2 (2.0–5.1)b ↔
Interphone study (Cardis et al., 2011) 1.40 (1.03–1.89)c ↔ ←

CI, confidence interval.
a Arrows indicate the direction of the biases: ←, downwards; ↔, uncertain direction. Blank indicates that the reviewers concluded that there 
was no substantial bias.
b Highest exposure category of > 2000 hours of cumulative call time.
c Highest exposure category of ≥ 1640 hours of cumulative call time.

Because there were only two informative studies and they had a similar design (population-based case–control 
studies with self-reported mobile phone use), triangulation was not possible. The higher risk of selection bias in 
the Interphone study, with some evidence that this was biased downwards, could partly explain the difference in 
the magnitude of the risk estimates for the highest exposure category. However, these studies share the limitation 
of potential for recall bias and exposure misclassification, which could have opposing directions. Therefore, the 
assessment of the human evidence by the committee was that although there was a positive association between 
mobile phone use and the incidence of glioma, chance, bias, or confounding could not be ruled out with reasonable 
confidence. Multiple-bias analysis could have been used to further explore the combined effect of these biases. 
As noted in Section 6.4, this is a complex task and involves several assumptions and specification of multiple-bias 
parameters but can provide bounds on the plausible range of results. (text continues on page 167)
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Example 6.8. Bias assessment summary using triangulation

This example is an illustration of triangulation using meta-analyses of studies of the association between red meat 
consumption and colorectal cancer. Results are stratified according to study designs that are likely to have biases 
in opposing directions: cohort and case–control. It is assumed that non-differential exposure misclassification is 
a source of bias towards the null in cohort studies with a single dietary questionnaire of limited detail. Also, it is 
assumed that recall bias is away from the null in the case–control studies, for example through case participants 
overreporting their exposure because of their diagnosis. These biases are unrelated, in that each bias affects one 
group of studies (i.e. cohort studies, case–control studies) but not the other.

From the results reported by Norat et al. (2002), the meta-effect estimate (Table 6.6) for the highest versus 
lowest quantile of consumption from the cohort studies (1.27) is slightly lower than that from the case–control 
studies (1.36). It is then possible to make inferences about a third, hypothetical, meta-effect estimate from an 
idealized study with no biases. Triangulation of the stratum-specific effect estimates suggests that the true causal 
effect may be between these two values. In this way, a bounded range of the magnitude of the causal effect is 
obtained, using information from two groups of studies. This approach is likely to be more informative than making 
inferences from one group of studies, because of a perceived methodological strength, while ignoring another. The 
IARC Working Group also identified several key confounders for the association between red meat consumption 
and colorectal cancer, including total energy (caloric) intake, physical activity, smoking, and body mass index. 
Stratified meta-analyses based on the degree of control for confounding within the subsets of case–control and 
cohort studies could provide further insight into the impact of confounding, and potential mediation for body mass 
index (as discussed in Example 2.1a). Additional insights into the potential impact of measurement error in red 
meat consumption are also shown in Example 4.22, which illustrates regression calibration. Calibration corrections 
of this type can be important in meta-analyses because they can reduce an important source of heterogeneity in 
effect estimates. (text continues on page 167)

Table 6.6. Example triangulation exercise, comparing meta-analysis results from studies of the association be- 
tween red meat consumption and colorectal cancer

Strata Source of bias Direction of bias Number of 
studiesa

Meta-effect estimate 
(95% CI)a

Triangulated 
meta-effect 

estimate

Cohort studies Non-differential 
exposure 
misclassification

Towards the null 9 1.27 (1.11–1.45) 1.27–1.36

Case–control 
studies

Recall bias Away from the null 14 1.36 (1.17–1.59)

CI, confidence interval.
a Results from Norat et al. (2002) for the highest quantile of red meat consumption.
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whether an observed association 
might be due to bias alone. However, 
in practice, this bounding approach 
has not been widely used for multi-
ple-bias analysis and is limited when 
considering biases that might offset 
each other. Finally, target-adjusted 
sensitivity analysis, such as the 
E-value (described in Section 3.3.4(c), 
which outlines a modified approach), 
involves identifying the extent of bias 
necessary for a given study result 
to be compatible with the null (or 
another) hypothesis. This approach 
would also likely be very difficult in 

a multiple-bias analysis using only 
published data and would involve 
unrealistic assumptions. Smith et al. 
(2021) give an example based on indi-
vidual subject data.

6.5 Summary

This chapter provides pragmatic guid-
ance on the development and applica-
tion of bias assessment as part of the 
evidence synthesis process. A third 
way is offered, which lies between the 
rigid approach of algorithms and the 
general approach of triangulation. A 

critical philosophical distinction from 
the algorithmic approach is that this 
bias assessment should be devel-
oped and applied by multidisciplinary 
experts. This expertise facilitates the 
identification of key sources of bias for 
the specific exposure–cancer rela-
tion under review. Focusing on key 
sources of bias facilitates the review 
process and avoids the elimination 
of informative studies due to minor 
biases or biases that do not change 
the causal interpretation.

It is recommended to retain all 
informative studies and to document 

Example 6.9. Multiple-bias analysis

A multiple-bias analysis within a systematic review may be most usefully undertaken when one has to consider 
a study of moderate to large size and evidence is uncertain. The study by Aliramaji et al. (2015) was one of 
the largest conducted to examine the relation between opium consumption and bladder cancer, and it was 
suspected to suffer from multiple key biases, whose directions might have offset each other (Table 6.4). In the 
original study publication, a crude odds ratio of 2.7 was reported for the opium consumption–bladder cancer 
association. Multiple biases were likely in this study. First, frequency matching on sex without adjustment would 
have introduced selection bias. Second, there was concern about exposure misclassification, because of the illicit 
nature of opium use. Third, there was a potential for uncontrolled confounding by smoking and sex (which are not 
noted in Table 6.4 because adjusted estimates were used for that determination, rather than the crude estimate 
reported by Aliramaji et al., 2015). Bias parameters to adjust for each of these biases were drawn from various 
sources, including survey data and a validation study of recent opium use conducted for a hospital-based cohort. 
A limitation of the bias analyses is the lack of validation studies of long-term opium use, which would have yielded 
misclassification parameters for long-term use. Instead, bias parameters were drawn from studies of recent use, 
which were available because there are reliable biomarkers of recent opium exposure.

The use of matching on sex probably led to downward selection bias because it resulted in an oversampling of 
men, who were less likely to be unexposed control participants. However, there was also uncontrolled confounding 
by sex, which was considered to be upwards. Adjustment for all three biases in the reverse order of which they were 
expected to occur (here the adjustment order was selection bias, exposure misclassification, and confounding) 
yielded an adjusted summary odds ratio of 8.6, suggesting that the bias in the study by Aliramaji et al. (2015), 
given the best available estimates of bias parameters, was downwards. This large change occurred because most 
adjustments were in the same direction. A full probabilistic bias analysis was not straightforward, given the studies 
from which the bias parameters were drawn. To address this partially, a sensitivity analysis was performed, in 
which the sensitivity parameters for exposure misclassification were varied within a relatively narrow range of 
plausible values. Even with this narrow range, the adjusted odds ratio ranged from 1.3 (no misclassification) to 
11.2 (differential misclassification); this emphasizes the potential influence of this source of bias. Full details of 
this example are provided in Annex 3, along with R code (online only; available from: https://publications.iarc.who.
int/634#supmat). (text continues on page 170)

https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
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the potential key biases, including 
their direction and, if possible, their 
magnitude. The array of studies can 
then be used to evaluate biases 
indirectly, and to triangulate epide-
miological evidence by comparing 
results from subsets of studies with 
different key biases. The wide array of 
tools described in this book provides 

methods to evaluate the direction 
and magnitude of bias, drawing on 
external data where necessary. It is 
hoped that, in the future, these bias 
analyses will be incorporated into the 
results section in more original study 
publications, as outlined in Chapter 7, 
reducing the need for speculation in 
the ubiquitous paragraph on strengths 

and limitations in the discussion 
section of publications. This will 
strengthen the field of epidemiology 
and facilitate the bias assessment 
work of review teams.
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7.1 Introduction

The previous chapters in this book 
introduced and explained common 
biases in epidemiological studies, as 
well as methods for quantitative bias 
analysis that are suitable for use in 
systematic reviews and the hazard 
identification process.

In contrast, this chapter is aimed 
at researchers who have access to 
individual-level data and wish to un- 
dertake quantitative bias analysis 
themselves or to facilitate the inclu- 
sion of their study results in system- 
atic reviews and hazard identifica-
tions. The goal here is to provide re- 
searchers with clear information on 
what they need to report to facilitate 
the bias assessment process, whether 
the bias assessment is carried out by 
the study team themselves or their 

study is being examined by system-
atic reviewers and hazard assessors.

As with the rest of this book, this 
chapter focuses on confounding, infor- 
mation bias (measurement error and 
misclassification of exposures and 
outcomes), and selection bias. For 
each type of bias, a brief description 
is first provided of how the bias may 
arise in epidemiological studies; this 
is followed, in some cases, by exam-
ples to illustrate how quantitative bias 
analyses can be conducted when 
individual-level information is avail-
able to study authors. To avoid dupli-
cation, readers are referred to the 
relevant sections of Chapters 2–5 for 
more details about the methods and 
biases discussed in this chapter.

A special point has been made 
of tabulating the specific information 
that must be reported to facilitate 

each type of bias assessment. The 
required parameters are described, 
as well as their use in the bias assess-
ment process. Some statistical pack-
ages that can be used to perform the 
quantitative bias analysis are also 
mentioned.

Importantly, this chapter does not 
discuss ways in which bias can be 
addressed by improvements to study 
design. Specifically, those situations 
are presented in which researchers 
do not have the option to alter the 
design of the study or to collect further 
data. There are several common sce- 
narios where this may occur. The 
first scenario is when a researcher 
is analysing data from an existing 
study, such as a large cohort study 
or case–control study. This is most 
likely to be the situation when a new 
hypothesis is investigated using 
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data from an existing study that has 
been under way for many years or 
for which data collection has been 
completed, or when the follow-up of 
an existing cohort is extended. The 
second scenario is in a research-
er’s own study, where the depth 
and accuracy of data on impor-
tant variables cannot be improved  
(e.g. if using existing medical records 
for assessing exposures, outcomes, 
or confounders) or where the study 
has been completed and the study 
design cannot be changed. A third 
scenario is in the analysis of data from 
large consortia in which individual 
studies are pooled or combined, and 
where the data from the individual 
studies may have different biases.

Moreover, this chapter does not 
take the approach of the many check-
lists and tools that have been devel-
oped to assess whether there is a 
risk of bias. In a review, Wang et al. 
(2019) identified 62 tools aimed at 
assessing the risk of bias in obser-
vational studies of exposures. Almost 
half of the tools that were reviewed 
enabled the calculation of a quality 
score, although Wang et al. (2019) 
questioned whether these scores 
were useful. Although these types 
of tool may be useful for authors or 
reviewers to provide an initial exami-
nation of a study to determine whether 
there is a risk of bias, none of them is 
able to provide a quantitative estimate 
of the direction or magnitude of the 
bias (Savitz et al., 2019).

Finally, another goal of this chap- 
ter is to encourage researchers to 
replace qualitative comments on the 
role of bias in their studies with quan-
titative estimates based on formal 
bias analysis. Too often, discussion 
sections of papers contain general 

statements in which authors describe 
the study’s limitations qualitatively. 
The authors may estimate the as- 
sumed direction and sometimes 
provide a qualitative description of 
the effect of errors, such as selection 
bias, confounding, or information 
bias, based primarily on their know- 
ledge of the field and of their own 
study. However, as discussed by 
Lash et al. (2021), human reasoning 
under uncertainty is well known to be 
fallible and to be biased by previous 
experience, by conflicts of interest, 
and also by the tendency to favour 
exposure effects over systematic 
errors as an explanation for observed 
associations. It is hoped that the 
information provided in this chapter 
will assist researchers to assess the 
direction and quantify the magni-
tude of systematic errors in their 
studies and to report the information 
required to facilitate the development 
of systematic reviews and hazard 
identifications.

When considering biases in ob- 
servational epidemiology studies, it 
may be useful to conceptualize a tar- 
get trial. While a detailed examination 
of target trials is beyond the scope 
of this book, some conceptual back-
ground is provided in Side Box 7.1.

Section 7.2 outlines the reporting 
considerations to facilitate graph-
ical analysis of the biases in a 
study. Sections 7.3, 7.4, and 7.5 
address considerations to facilitate  
quantitative bias analyses related to 
confounding, exposure misclassifica- 
tion or measurement error, and selec- 
tion bias. Each section includes sum- 
mary tables highlighting important 
reporting considerations and worked 
examples to illustrate how this infor-
mation can be used to support bias 
assessment.

7.2 Reporting considerations 
to aid graphical approaches to 
identify biases

A detailed description of how directed 
acyclic graphs (DAGs) can be used in 
the hazard identification process is 
provided in Chapter 2, including defi-
nitions, components, interpretation, 
and their application in identifying 
potential biases in epidemiological 
analyses. This section focuses on 
reporting principles that can be imple-
mented in constructing and presenting 
DAGs to facilitate bias assessment. 
These principles can be applied at 
the study design or analysis stages, 
or both (i.e. to explicitly describe 
assumptions being made with respect 
to the data-generation process) 
or in evaluating existing scientific 
evidence (i.e. by reconstructing the 
implied relations between exposures, 
outcomes, and covariates to evaluate 
potential sources of bias that were not 
addressed in the initial analysis).

Briefly, DAGs provide a formal 
mechanism for investigators to ex- 
plicitly outline assumptions made re- 
garding structural relations between 
exposures, outcomes, and covari-
ates, both measured and unmeasured 
(e.g. confounders, intermediates, and 
collider variables), relevant to a given 
question. Through this process, DAGs 
also play a crucial role in enabling the 
identification of potential biases (e.g. 
confounding or selection bias; see 
Chapter 2) that must be addressed in 
estimating the causal relation between 
an exposure and an outcome. With 
respect to reporting, Tennant et al. 
(2021) list eight recommendations 
to improve the transparency and 
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utility of DAGs in identifying potential 
biases; these recommendations can 
be summarized as follows.
(i) Clearly state the relations being 

focused on and the estimands of 
interest.
• Be clear about the exposures 

and outcomes of interest, in-
cluding the level at which ex-
posures are measured (e.g. 
environmental concentrations, 
personal exposures, biomarker 
concentrations).

(ii) A DAG should be presented for 
each focal relation and estimand 
of interest.
• Report a DAG for each causal 

relation under investigation. 
• Online resources are available 

to support the construction 
of DAGs (e.g. DAGitty, Textor 
et al., 2016), and an R package 
is also available.

(iii) All relevant variables should be 
included in DAGs, even where 
direct measurements are unavail-
able.
• Include all possible confound-

ing variables in the DAG, even 
those that were not measured. 
As described previously, DAGs 
can also be used to identify or 
describe possible sources of 
selection bias and measure-
ment error, if these are a con-
cern.

• It is useful to indicate in the 
DAG any variables that were 
not measured (e.g. using a dif-
ferent shape), to highlight po-
tential sources of residual con-
founding.

• In some situations, many pos-
sible confounders may exist; 
including them all in the DAG 
can lead to cluttered and con-

fusing diagrams. To avoid this, 
start by reporting only the most 
important confounders in the 
DAG (i.e. those that are ex-
pected to have an important 
impact on the hazard identi-
fication process). However, it 
is important to note that one’s 
intuition about which are the 
most important variables can 
be wrong, and exclusion of var-
iables should be justified.

(iv) Variables should be visually ar-
ranged so that all constituent arcs 
flow in the same direction.
• DAGs are easier to interpret 

when the constituent variables 
are arranged in a manner that 
clearly reflects the passage of 
time (i.e. exposure before out-
come), with arcs flowing in the 
same direction (i.e. from left to 
right or from top to bottom).

 Side Box 7.1. Target trials

Target trial approaches, which anchor causal assumptions to study design and analysis (Hernán, 2016; Hernán 
and Robins, 2020), can improve causal inference in observational studies and address common biases. Target 
trial emulation applies the principles of randomized controlled trials to observational data analysis. This is done by 
describing the protocol of an ideal randomized controlled trial that could be used to answer the research question 
of interest. The next step is to determine whether the research question can be identified and the outcomes 
estimated using observational data. Of course, there are always challenges when drawing causal inferences from 
observational studies, because of the pervasiveness of biases; exchangeability (i.e. an absence of confounding) 
cannot be guaranteed with non-randomized data. Furthermore, the target trial construct can be challenging to 
adapt to most occupational and environmental exposures that are typically the subject of IARC Monographs 
evaluations and in which exposure is protracted and latency is very long (Steenland et al., 2020). Nonetheless, 
the target trial approach can be a useful framework when carefully considering how to clearly articulate the causal 
effect to be estimated and biases that may affect the analysis (flagging the need for statistical methods to address 
these biases). Causal inference is improved by being transparent about causal assumptions, acknowledging 
uncertainties in the interpretation of causal effects, and striving to obtain the least-biased effect estimate within 
one’s means (Hernán, 2016; Moreno-Betancur, 2021). Readers are referred to Hernán and Robins (2020, 
Chapter 22) for a detailed description of how to emulate a target trial.

In terms of reporting, authors are encouraged to describe their protocol components. This involves clearly defining 
the research question (the causal effect of interest), eligibility criteria, intervention (or exposure) characteristics 
and implementation, follow-up period, outcome of interest, and statistical analysis (specifying intention-to-treat or 
per-protocol effects). (text continues on page 177)
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(v) The omission of arrows and nodes 
should be carefully considered 
and justified with theory or evi-
dence.
• Omitting an arrow from one 

node to another implies no 
causal effect of one on the  
other.

• This is a stronger assumption 
than including an arrow from 
one node to another (which can 
take any sign or magnitude, in-
cluding a very small effect).

(vi) The DAG-implied adjustment sets 
for the estimands of interest 
should be clearly stated.
• After the DAG is constructed, 

be clear about what it implies 
about the necessary adjust-
ment set, including variables 
that may be missing because 
they were not measured.

(vii) Risk estimates obtained from the 
DAG-implied adjustment sets 
should be reported.
• When the DAG-implied adjust-

ment set has been identified, 
use it in the analysis and report 
the results. If some variables 
are missing (i.e. because they 
were not measured), it should 
be stated that the analysis is 
not based on the DAG-implied 
adjustment set.

• Quantitative bias analysis can 
be used to estimate the poten-
tial impact of unmeasured con-
founders caused by missing 
variables (Lash et al., 2021), as 
described in Section 3.3.4.

• For hazard identification, it can 
be helpful to report a minimally 
adjusted model to assess the 
extent of bias from the select-
ed set of confounders, as de-
scribed in Section 3.2.3. How-

ever, this should be interpreted 
with caution because other 
factors (e.g. measurement er-
ror for variables identified as 
confounders) will influence dif-
ferences between adjusted and 
minimally adjusted models.

(viii) Alternative adjustment sets  
should be justified and reported 
separately.
• If more than one adjustment set 

is used (including unadjusted 
models), these should be clearly 
justified, and the results should 
be reported separately from the 
DAG-implied adjustment set.

Hypothetical scenarios of DAG re- 
porting are provided in Examples 7.1 
and 7.2.

7.3 Confounding

A limitation of observational studies 
is that they are prone to the risk of 
residual or unmeasured confounding, 
which can lead to biased estimates of 
the effect of the exposure of interest 
(VanderWeele, 2019). A detailed de- 
scription of confounding and how this 
affects causal estimates in epide-
miological studies is provided in 
Chapter 3. Researchers try to mini-
mize confounding by using methods 
related to study design (e.g. random-
ization, restriction, matching) or, after 
completion of data collection, by using 
multivariable analysis or stratification.

Chapter 3 discusses how to eval- 
uate the adequacy of control for con- 
founding in observational studies 
of cancer risk. This section focuses 
on controlling for confounding in 
secondary data analyses, i.e. when 
analysing data from case–control 
or cohort studies that have already 

been designed and conducted, in- 
cluding analyses using pooled data 
from large international consortia 
of these studies. For this purpose, 
it is assumed that the research 
questions addressed in secondary 
data analyses are causal ones (as 
opposed to descriptive or predictive 
questions).

In observational studies, it is only 
possible to attempt to emulate ran- 
domized experiments. For an obser- 
vational study to emulate a random-
ized experiment, three assumptions 
must be satisfied (Shiba and Ka- 
wahara, 2021): conditional exchange-
ability (exposed and unexposed indi- 
viduals are exchangeable within 
strata of the combinations of covar-
iate values, i.e. there are no unmea-
sured confounders that are a common 
cause of both exposure and outcome); 
positivity (exposed and unexposed 
individuals are present within all 
combinations of covariate values); 
and consistency (the exposure is suffi-
ciently well defined and has no vari-
ations that could alter the outcome). 
Identifying, measuring, and adjusting 
for confounders is crucial for the 
conditional exchangeability assump-
tion (although the assumptions are 
interrelated). Note that in observa-
tional studies, one can never be sure 
what the true conditional randomiza-
tion probability is (i.e. the likelihood of 
an outcome occurring, based on the 
occurrence of a previous outcome). 
The issue of residual and unmea-
sured confounding will always remain 
in observational studies (Hernán and 
Robins, 2020), but this section high-
lights methods to evaluate the direc-
tion and magnitude of uncontrolled 
confounding to help gauge how prob-
lematic it is likely to be.
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Example 7.1. Red meat consumption and cancer

Diallo et al. (2018) examined the relation between red meat intake and cancer risk. Red meat intake was estimated 
through dietary records, and several different cancer outcomes were examined. Covariates identified as possible 
confounders in models for all cancers included age, sex, energy intake without alcohol, number of 24-hour dietary 
records, smoking status, education level, physical activity, height, body mass index, alcohol intake, family history 
of cancer, lipid intake, intake of fruits and vegetables, and intake of processed meat. This adjustment set implies 
the DAG in Fig. 7.1. 

Fig. 7.1. Directed acyclic graph for red meat consumption and cancer. BMI, body mass index.

Processed meat

Fruit and vegetable intake

Lipid intake

Family history of cancer

Alcohol intake

BMI

Height

Physical activity

Education level

Smoking status

Number of dietary records

Energy intake without alcohol

Age

Sex

Red meat Cancer

 

Clearly, many of the variables shown in Fig. 7.1 are likely to be important confounders (e.g. family history of 
cancer, smoking status). However, some of the variables included as confounders might be debatable (e.g. height), 
and an alternative adjustment set could be examined (e.g. by excluding height or other questionable confounding 
variables included in the analysis) to evaluate the impact of excluding those variables from the analysis. (text 
continues on page 179)
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Example 7.2. Water arsenic concentration and cancer

Consider a hypothetical study where the agent of interest is water concentration of arsenic and not personal 
exposure to arsenic. This example is interesting because, for the purposes of reporting, it is important to differentiate 
between the levels at which exposure is measured (i.e. personal) and a more proxy level (e.g. environmental 
concentrations), because the set of potential confounders of the environmental concentration–outcome relation 
will probably differ from the set of potential confounders of the personal exposure–outcome relation (Weisskopf 
and Webster, 2017). Specifically, the association between the outcome and exposures measured at the personal 
level is more susceptible to confounding by individual-level factors (e.g. personal behaviours, such as diet or 
smoking), which can be difficult to measure and hard to control for in an analysis. For example, individual-level 
smoking is probably an important confounder of the relation between personal exposure to arsenic and cancer 
(because smoking is a cause of personal exposure to arsenic and smoking causes cancer) but is probably not 
an important confounder of the relation between water arsenic concentration and cancer incidence (because 
individual-level smoking is not a cause of arsenic in drinking-water). Alternatively, regional-level socioeconomic 
status (by postal code, county, etc.) may be an important confounder of the environmental concentration–outcome 
relation if areas with lower socioeconomic status have a higher incidence of cancer and have higher levels of 
arsenic in the water (e.g. because of a higher proportion of well-water use in rural areas with lower socioeconomic 
status). In addition, in retrospective studies, personal-level exposure measurements (e.g. biomarkers) could also 
be subject to reverse causation if the disease under investigation alters biomarker levels (see Chapter 5 for the 
issue of reverse causation). Fig. 7.2 is a generic DAG that highlights the distinction between confounders at 
the personal level and more-proxy-level confounders (e.g. environmental concentrations); it is important to think 
carefully about the variables that are likely to be present in each group and which variables need to be included in 
the analysis, based on the exposure of interest. A more thorough discussion of the trade-offs between personal 
and proxy-level exposures is given by Weisskopf and Webster (2017). (text continues on page 179)

Fig. 7.2. Distinguishing between personal-level confounders and more-proxy-level confounders (here, water 
arsenic concentration).

Personal-level confounders

Water arsenic concentration Personal-level arsenic Cancer

Environment-level confounders
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7.3.1 Reporting considerations 
to facilitate methods to assess 
confounding

Table 7.1 lists the important elements 
that should be reported to facilitate 
use of the tools described in Chapter 3 
to assess bias from uncontrolled or 
residual confounding in the published 
literature. Researchers could provide 
this information in published studies 
to enable bias appraisal by them-
selves or reviewers of their work, as 
described here and in Chapter 3.

7.3.2 Methods of confounder 
selection

Confounders should be identified 
a priori, using a DAG, and docu-
mented in a statistical analysis plan. 
Contemporary epidemiological meth- 
ods suggest that confounder selec-
tion should be based on sufficient 
knowledge of the relevant causal 
structures, and that the temporal 

relations of variables should be 
considered (VanderWeele, 2019). 
The use of DAGs for this purpose is 
discussed extensively in Chapter 2 
and Section 7.2. The construction 
of DAGs can also help researchers 
consider which variable in a dataset 
best represents the confounder of 
interest.

Data-driven covariate selection – 
for example, forward or backward 
stepwise selection, examining P in 
bivariate analysis with either expo-
sure or outcome, or examining a 
change in effect estimate after the 
addition or removal of a covariate – 
is not recommended (Greenland 
and Pearce, 2015). As a historical 
example, in a cohort study of the 
consumption of red and processed 
meats and colorectal cancer, English 
et al. (2004) stated, “Sex, country of 
birth, and energy intake (kJ/d) were 
included in all models. Other potential 
confounding variables were included 

in all the definitive analyses if they 
changed the hazard ratios of any 
of the meat consumption variables 
for either colon or rectal cancer by 
at least 5%.” These methods do not 
consider the underlying causal struc-
ture, and it is not possible to determine 
whether covariates are confounders, 
mediators, colliders, or ancestors or 
descendants of other variables when 
using these data-driven approaches. 
When adjusting for covariates that 
are not true confounders, there is a 
risk of generating biased estimates.

As noted in Chapter 1, the IARC 
Monographs review process assigns 
greater weight to studies that adjust 
appropriately for confounding factors. 
Studies with insufficient adjust-
ment are either given less weight or 
excluded from a review, depending on 
the number of studies available for a 
particular cancer site. Consideration 
of the method of confounder selection 
should also be part of this evaluation 

Table 7.1. Essential information that is needed to inform assessment of bias from counfounding

Method to assess 
confounding

Data needed More details

Negative control outcomes 
(NCOs)

Identification of NCO that is related to the confounder but not to the exposurea 
Reported results of the exposure–NCO association (as well as the main result 
of the exposure–diseaseb association)

Sections 3.3.2(a), 
7.3.3(a)

Negative control exposures 
(NCEs)

Identification of NCE that is related to the confounder but is not a cause of 
disease 
Reported result for the NCE–disease association, adjusted for the exposure 
(or the NCE–disease association within a stratum of the exposure)

Sections 3.3.2(b), 
7.3.3(b)

Bias analysis (e.g. indirect 
confounder adjustment)

For bounding, report a value for the probable magnitude of the association 
of the confounder with the disease in the population under study and of the 
confounder with the exposure 
For quantitative bias assessment, also report the prevalence of the confounder 
among unexposed (p0) and exposed (p1) individuals and information on the 
association between the confounder (e.g. smoking) and the exposure

Sections 3.3.4, 
7.3.3(c)

Internal reference groups Data on all exposure groups, including unexposed groups Section 7.3.3(c)
External reference groups Data on exposure and disease in external population used as reference Section 7.3.3(c)
Duration of exposure Dates of start and end of the exposure Section 7.3.3(c)
g-methods Data to enable simulation of the natural course of the disease with no 

intervention
Section 7.3.3(d)

a Exposure of primary interest.
b Disease of primary interest.
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of evidence, given the potential for 
incorrect adjustment to introduce bias, 
as described in Section 3.2.3.

7.3.3 Addressing unmeasured 
and residual confounding

Commonly, bias in observational 
studies comes from confounders that 
are unmeasured or poorly measured 
(VanderWeele, 2019). Ideally, sensi-
tivity analyses can be conducted to 
explore biases, including unmeasured 
and residual confounding; this can 
help with the interpretation of results 
and in avoiding the misapplication 
of study findings (Lash et al., 2014). 
There are several ways in which this 
can be done. Methods that do not 
require access to individual-level data 
include consideration of transporta- 
bility of causal relations between 
studies (see Section 5.1), triangula-
tion (see Section 3.3.3), and bounding 
and bias adjustment in sensitivity 
analyses (see Section 3.3.4).

When researchers have access 
to individual-level data, additional 
methods can be used to estimate the 
effects of unmeasured and residual 

confounding, including negative con- 
trol outcomes (NCOs), negative con- 
trol exposures (NCEs), and indirect 
control methods. These are described 
in more detail here.

(a) NCOs to address confounding

A detailed discussion of this method 
is presented in Section 3.3.2(a). The 
potential for confounding may be 
examined using an NCO (Lipsitch 
et al., 2010). This approach involves 
examining the association between 
the exposure of interest (the potential 
hazard) and another outcome that 
has the following characteristics: (i) it 
is caused by the hypothesized con- 
founding factors, and (ii) it is not caused 
by the exposure (Example 7.3). If the 
association between the exposure of 
interest and the (implausible) NCO 
is of similar magnitude to the asso-
ciation between the exposure and 
the primary (plausible) outcome, this 
implies that the apparent associa-
tion between the exposure and the 
primary outcome results from perva-
sive confounding. Researchers using 
NCOs must explicitly report how the 

selected NCOs meet these two 
conditions.

(b) NCEs to address confounding

An NCE approach is conceptually 
similar to the NCO method (see 
Section 3.3.2(b)), but here an alterna-
tive (implausible) exposure–outcome 
analysis is conducted. This method 
involves examining the association 
of a site-specific cancer outcome of 
interest with another exposure variable 
that has the following characteristics: 
(i) it is associated with the hypothe-
sized confounding factors, and (ii) it is 
not a cause of the site-specific cancer 
outcome (Example 7.4). Researchers 
using an NCE must state how it meets 
these two conditions.

(c) Indirect methods to control  
for confounding

In some cohort and case–control 
studies, data on potentially important 
confounding factors may be missing. 
This applies particularly to retrospec- 
tive studies of occupational expo- 
sures, where there was no unexposed 
group (Axelson and Steenland, 1988). 

Example 7.3. Use of a negative control outcome in a study of hypertension and cancer

In a Mendelian randomization study, Chan et al. (2021) examined genetically predicted blood pressure and the 
risk of total and site-specific cancers. Single nucleotide polymorphisms (SNPs) that map to genes associated 
with systolic and diastolic blood pressure were identified in a genome-wide association study conducted using 
data obtained from the UK Biobank. These SNPs were used together to examine their collective relation with 17 
site-specific cancers using data from a meta-analysis of the UK Biobank and the Kaiser Permanente Genetic 
Epidemiology Research on Adult Health and Aging. Findings were validated using data from three international 
consortia (the Breast Cancer Association Consortium, the Prostate Cancer Association Group to Investigate Cancer 
Associated Alterations in the Genome Consortium, and the International Lung Cancer Consortium). Asthma was 
used as an NCO, because blood pressure is unrelated to asthma but they share similar confounders (e.g. tobacco 
smoke exposure, obesity, physical inactivity). Systolic and diastolic blood pressure were not associated with risk of 
total or most site-specific cancers, and consistent findings were obtained from the validation samples. There was 
a nominal risk increase for melanoma and kidney cancer. There was no association between blood pressure and 
asthma, as expected, providing additional support for a lack of confounding. (text continues above)
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In such studies, disease rates are 
typically estimated for particular 
industries or jobs and results are 
compared with rates for the general 
population (usually nationally). How- 
ever, it is difficult to determine whether 
differences in cancer risk are due to 
the occupational exposure or due 
to differences in (unmeasured) life-
style-related behaviours of the cohort 
participants.

One way to address this is to recruit 
internal reference groups, such as 
those working in the same plant but 
only in the office or those with short 
employment duration. If internal 
analyses are not possible, indirect 
methods can be used to evaluate 
the direction and magnitude of this 
unmeasured confounding. Steenland 
et al. (1984) outlined four simple 
methods that can be applied using 
readily available records. These are 
outlined in Example 7.5 for a study 
involving smelter workers and lung 
cancer.

A simple spreadsheet and code to 
help apply indirect control methods 
is available at https://sites.google.
com/site/biasanalysis/Home (Fox et 
al., 2021).

(d) Application of g-methods 
to address time-varying 
confounding

Another issue that is often not ade- 
quately addressed is time-varying 
confounding. Although for many co- 

hort studies data may be collected 
at multiple time points, researchers 
often use baseline measures of 
exposures and confounders to ad- 
dress causal questions pertaining to 
cancer risk. However, if the exposure 
changes over time, bias from inad-
equate adjustment for time-varying 
confounding may be problematic 
(Example 7.6).

7.4 Information bias due 
to exposure and outcome 
misclassification

This section first describes reporting 
considerations for study authors to 
report the data required to facilitate 
approaches to assess the direc-
tion and quantify the magnitude of 
measurement error and misclassifi-
cation of exposure and outcome using 
only published data, as discussed in 
Chapter 4.

The second part of this section 
outlines the information that study 
authors can report to assist reviewers 
in determining the likelihood and 
magnitude of bias due to measure-
ment error and exposure and outcome 
misclassification, and which biases 
should be prioritized in quantitative 
bias assessment.

The third part of this section brief- 
ly describes a selection of approaches 
that can be used to quantify informa-
tion bias where access to individu-
al-level study data is available, along 

with further resources about these 
approaches and examples of where 
they have been applied in studies of 
red meat consumption and mobile 
phone use.

7.4.1 Reporting considerations 
to facilitate information bias 
assessment

Chapter 4 describes a range of ap- 
proaches that can be used with 
summary-level data to quantify bias 
caused by non-differential and differ-
ential error in the measurement of 
exposures and outcomes. Table 7.2 
outlines the data that are needed 
to perform the bias assessment 
methods described in Chapter 4.

Note that almost all of the re- 
quired information comes from vali-
dation studies. Such studies are 
important in providing the bias param-
eters that can be used to quantify bias 
with summary-level or individual-level 
data.

In addition to the reporting con- 
siderations outlined here, the authors 
of validation studies should also 
report their sampling, recruitment, 
and data collection methods, so that 
readers can assess the validity of 
the resulting bias parameters. The 
study authors should also report the 
characteristics of participants in any 
validation study, so that readers can 
assess the transportability of the bias 
parameters to other populations.

Example 7.4. Use of a negative control exposure in a study of maternal alcohol consumption and hypertensive disorders 
of pregnancy

For the Avon Longitudinal Study of Parents and Children cohort, Martin et al. (2022) estimated the association 
of maternal alcohol consumption during pregnancy with hypertensive disorders of pregnancy. They used the 
mother’s partner’s alcohol consumption as an NCE and found that the alcohol intakes of both the mother and the 
mother’s partner were associated with decreased odds of hypertensive disorders of pregnancy; this suggests 
that the findings were due to shared environmental exposures rather than a true causal effect of alcohol. (text 
continues on page 183)
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Table 7.2. Reporting considerations to facilitate bias assessment methods outlined in Section 4.3

Bias source Bias parameters to report

Misclassification for a binary 
exposure

Sensitivity and specificity of the exposure measurement method, along with other potential bias 
parameters, such as positive and negative predictive values – by case or control status where 
applicable

Measurement error in 
continuous and categorized 
exposures

For studies that have used regression calibration, the attenuation factor and the validity 
coefficient (the correlation coefficient between the observed exposure and the true exposure) 
To facilitate the method of Rosner et al. (1990) (outlined in Section 4.3.5), when the exposure 
and confounders in the calibration equation and the exposure–outcome association are all 
linear, authors should report the coefficients of each variable in the calibration equation and 
each coefficient in the regression of outcome on the observed exposure and confounders.

All measurement error To facilitate simple bias assessment methods (e.g. reallocation of counts of case and control 
participants), which are based on unadjusted results, authors should report both unadjusted and 
adjusted risk estimates.

Example 7.5. Indirect methods to evaluate confounding in a cohort of lead smelter workers

First, if a cohort of lead smelter workers was found to have a higher risk of lung cancer than expected, one could 
examine whether the cohort also had an excess risk of other smoking-related diseases. If risk was elevated for 
the majority of smoking-related diseases (including diseases that are not thought to be affected by lead smelting), 
it is likely that the cohort smoked more than the general population did, and thus unmeasured confounding would 
explain the elevated risk of lung cancer. If the risk was not elevated for the majority of smoking-related diseases, 
smoking would be unlikely to be a strong confounder in the investigated exposure–outcome relation.

Second, rather than comparing the rate observed in the occupational cohort with that in the national population, 
another comparison group with a similar socioeconomic profile could be chosen. For example, one might expect 
that individuals working in lead smelters would have a similar socioeconomic position to workers in recycling 
plants. If the rates of lung cancer were similar between occupational cohorts of workers in smelters and recycling 
plants, this would suggest that smoking, rather than exposure to lead smelting, was increasing the risk of disease. 
However, this method is not appropriate if lead smelting causes the same cancers as smoking does, or if working 
in a recycling plant involved exposures to lung carcinogens. This alternative comparison of risk in a similar 
socioeconomic population is conceptually similar to using an NCE (Section 7.3.3(b)).

Third, adjustment can be made under different assumptions about the smoking behaviour of occupational 
cohort participants. Estimated rates of smoking in different occupational and sociodemographic groups are readily 
available. If there were a difference in smoking rates between lead smelter workers and the general population, one 
could adjust the risk estimate in a study of lung cancer accordingly. An illustration of such an indirect adjustment 
is given in Example 3.15.

Finally, another indirect method that can be used is to examine risk by years of exposure or by exposure 
levels. If working in a lead smelter increased the risk of developing lung cancer, one would expect to observe 
a dose–response effect by years of employment or exposure level. Ideally, this analysis should be stratified by 
age, so that workers within the same age categories are compared according to their duration of employment. 
One could assume that new workers would have been smoking for the same duration as long-term employees 
within the same age category. Thus, if no dose–response effect was noted, one might conclude that unmeasured 
confounding from smoking was present and that this explained the observed effect. One caution with this approach 
is that analyses based on measures of employment duration are particularly susceptible to healthy worker survivor 
bias (see Section 3.2.4(a) and Example 3.6). (text continues on page 184)
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 Example 7.6. Bias from inadequate adjustment for time-varying confounding

In Fig. 7.3, red meat consumption is the time-varying exposure (X1, X2), body composition is the time-varying 
confounder (C1, C2), and colon cancer risk is the outcome Y. It is assumed that body composition (C2) affects how 
much red meat someone eats (X2), but it can be seen that this confounder (C2) is also affected by prior exposure 
to red meat (X1; exposure–confounder feedback). If body composition (C2) is conditioned on, an intermediate 
variable on the causal pathway will have been adjusted for; this can produce biased estimates (Daniel et al., 2013). 
In contrast, if body composition (C2) is not adjusted for, there is uncontrolled confounding. Conventional regression 
cannot adjust for time-varying confounding appropriately. Alternative statistical approaches, known as generalized 
methods (g-methods), are required to handle the issue of exposure–confounder feedback adequately (Robins and 
Hernán, 2009; Naimi et al., 2017). This is discussed further in Section 3.2.4(a). 

Fig. 7.3. Directed acyclic graph demonstrating time-varying exposure in the presence of time-varying confounding. 
X1, exposure at time 1; X2, exposure at time 2; C1, confounder at time 1; C2, confounder at time 2; Y, outcome.
 

Y

When confounders vary over time and are affected by prior exposure, they can also be mediators (see 
Example 2.1b). When researchers have access to individual-level data, there are opportunities to return to existing 
cohort studies and apply these methods to better answer causal questions, as in Example 7.7. (text continues on 
page 184)

Example 7.7. Use of g-methods to control for time-varying confounding in a study of titanium dioxide exposure

Bertke et al. (2021) reanalysed data from a cohort of 5163 boatbuilders exposed to styrene in Washington State in 
the USA who were employed between 1959 and 1978. Using g-estimation of a structural nested model to account 
for healthy worker survivor bias, they estimated that 1 year of exposure to styrene at a concentration of > 30 ppm 
accelerates time to lung cancer death by 2.3 years (95% confidence interval [CI], 1.53–2.94).

This analysis enabled estimation of the necessary components of the healthy worker survivor bias and provided 
evidence that this effect was potentially quite large, probably masking the true exposure–response relation in 
previous studies.

There are several reporting considerations for g-methods related to model specification. For example, 
researchers should compare the simulated risk of outcome under the natural course; a natural-course intervention 
is one that attempts to emulate the existing data by modelling the exposure in addition to confounders and 
outcomes. The results from the natural-course model can be compared with the observed risk as an informal 
validation of correct model specification. For detailed information, refer to Hernán and Robins (2020).

CAUSALab at the Harvard T.H. Chan School of Public Health maintains a repository of macros and code 
relevant to different g-methods (Harvard T.H. Chan School of Public Health, 2024). (text continues above)
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7.4.2 Reporting considerations 
to facilitate evaluation of bias 
in individual studies

Table 7.3 summarizes reporting con- 
siderations that study authors can 
include in their manuscripts to assist 
reviewers and other readers in deter-
mining the likelihood and magnitude 
of bias from measurement error and 
misclassification of exposure and 
outcome, and which biases should 
be prioritized in quantitative bias 
assessment. Some of this infor-
mation may also help to facilitate 
approaches (described in Chapter 4) 
that can be used to assess the direc-
tion and quantify the magnitude of 
measurement error and exposure 

and outcome misclassification using 
only published data. Further informa-
tion about each of these biases can 
be found in Chapter 4.

Where the study authors believe 
that a particular form of bias is 
unlikely to have affected the observed 
results, the authors should provide an 
explanation for this assumption (e.g. 
Example 7.8).

7.4.3 Methods that can be used 
with individual-level data

Whereas the approaches outlined in 
Chapter 4 can be taken using summa-
ry-level data by the researchers them-
selves, by the study team analysing 
existing data, or by reviewers and 

hazard assessors, other approaches 
require access to individual-level data. 
Additional information beyond the 
primary study data may be required 
to quantify the effect of measure-
ment error on estimated exposure–
disease associations. Such data 
may come from internal validation 
studies conducted on a subset of the 
participants for whom (apparently) 
true exposure data are collected, 
or from external validation studies. 
Next, methods are briefly outlined 
that require individual-level data and 
that have previously been applied in 
studies used for hazard identification. 
Then, examples of studies that have 
used such approaches are briefly 
described.

Table 7.3. Reporting considerations for measurement error and exposure and outcome misclassification

Type of bias to be 
assessed

Reporting considerations More details

Measurement error in 
binary exposures

Sensitivity and specificity of measures used to classify participants as exposed, 
along with relevant references

Section 4.2.1(b)

Measurement error in 
continuous exposures

Validity of exposure measurement, along with relevant references Section 4.2.1(a)

Recall bias Timing of measurement of exposure, in both case and control participants 
Exposure prevalence in general population

Section 4.2.3(a)

Interview or assessor error 
or bias

Interview quality by case or control status 
Whether methods used to assess or assign exposure status were blind to 
outcome status 
Whether case and control participants were assessed by the same interviewers 
or assessors 
Distribution of exposure across interviewers or assessors

Section 4.2.2

Proxy respondent bias Percentage of proxy respondents in sample and in case and control participants 
Distribution of exposure in proxy and personal respondents

Section 4.2.3(b)

Reporting bias based on 
belief about a health hazard

Participants’ beliefs about whether an exposure affects cancer risk, by case or 
control status where applicable

Section 4.2.3

Outcome misclassification Source of all outcome data and sensitivity and specificity of the classification 
Whether methods used to assess or assign outcome status were blind to 
exposure status 
Where subtypes of specific cancers are analysed (e.g. specific types of non-
Hodgkin lymphoma, or premenopausal and postmenopausal breast cancer), the 
basis on which subtypes were classified (e.g. specific International Classification 
of Diseases [ICD] version)

Section 4.4

Chapter 7. Study reporting considerations to facilitate quantitative bias assessment with access to original data C
H

A
P

T
E

R
 7



188

(a) Classical non-differential 
exposure measurement error

Regression calibration is one of the 
more common approaches used to 
quantify and correct for classical 
measurement error with individual- 
level data. Regression calibration is 
described in detail in Section 4.3.6, 
along with situations where regres-
sion calibration approaches can 
be used to quantify measurement 
error using published data. To briefly 
recap, regression calibration involves 
using error-prone exposure vari-
ables (e.g. simple food frequency 
questionnaires to measure red meat 

consumption) and other participant 
characteristics that are available for 
the whole study population to predict 
the exposure obtained from a more 
accurate measurement (e.g. 24-hour 
diet recall) in a smaller sample. The 
calibration equation can then be 
applied to the whole study population 
and the resulting variable used as the 
exposure in the main analysis, with 
standard errors adjusted for the cali-
bration. The resulting risk estimates 
can be compared with risk estimates 
from the original analysis (which used 
uncalibrated exposure variables) to 
assess the direction and magnitude 
of bias present (Example 7.9).

Further details about the imple-
mentation of regression calibration 
can be found in Fox et al. (2021, 
Chapter 10). Statistical software to 
conduct regression calibration is 
available in SAS (%blinplus macro) 
(Yale School of Public Health, 2024), 
Stata (merror package) (Stata, 2003), 
and R (merror package) (Bilonick, 
2023).

As noted previously, other meth- 
ods are available to quantify and 
correct for exposure measurement 
error, in addition to regression calibra-
tion. Some of these methods – simula-
tion extrapolation for misclassification 
(MC-SIMEX), the Bayesian model 

 Example 7.8. Explaining assumptions about differential sources of error

In a study on mobile phone use and the risk of brain tumours, Castaño-Vinyals et al. (2022) reported, “No formal 
analysis was conducted to take into account a possible differential recall bias, since the results of the operators’ 
validation study provided no evidence for differential recall between [case and control participants].” (text continues 
on page 187)

 Example 7.9. Regression calibration to quantify bias due to measurement error

As noted in Example 4.22, regression calibration was used in the European Prospective Investigation into Cancer 
and Nutrition (EPIC), which was a cohort study. This example gives more detail on how this was done. Norat 
et al. (2005), in their investigation of consumption of red and processed meat and risk of colorectal cancer, 
quantified the impact of classical measurement error using individual-level data obtained from EPIC. In the EPIC 
study, all participants completed a self-administered dietary questionnaire, and an additional 24-hour diet recall 
measurement was taken from a random sample of 8% of the EPIC participants. Among the subsample, the 24-hour 
diet recall values for consumption of red and processed meat were regressed on the corresponding values obtained 
using the main dietary questionnaire, with a range of dietary and non-dietary factors included as covariates. Sex-
specific and study-centre-specific calibration models were then applied to the whole cohort to predict values for 
the consumption of red and processed meat for each participant in the EPIC sample. These predicted values were 
then used in analyses to estimate the association between consumption of red and processed meat and colorectal 
cancer risk, with standard errors adjusted for the calibration; a stronger effect was observed after calibration 
(hazard ratio [HR], 1.55 for each 100 g increase; 95% CI, 1.19–2.02) than in the original analysis (HR, 1.25; 95% 
CI, 1.09–1.41). (text continues above)



189

for quantifying bias, and multiple 
imputation – are described briefly in 
Section 4.3.7; other methods are 
described in Keogh and White (2014).

(b) Differential measurement 
error

Section 4.3.5 outlines situations 
where probabilistic bias analysis 
can be used to quantify measure-
ment error using published data. 
Probabilistic bias analysis can also 
be used to quantify differential (or 
non-differential) measurement error 
with individual-level data. The aim 
of probabilistic bias analysis is to 
provide bias-adjusted estimates over 
a plausible distribution of bias param-
eters, as opposed to a single value 
in simple bias analysis. The plausible 
distribution of bias parameters can be 
obtained from internal or external vali-
dation studies (Example 7.10).

Probabilistic bias analysis with indi-
vidual-level data is covered in Chap- 
ter 9 of Fox et al. (2021). A range of 
software to conduct probabilistic bias 
analysis can be found at Columbia 
Mailman School of Public Health 
(2024).

Another approach that can be 
taken to evaluate the potential impact 
of differential measurement error, 
specifically recall bias in case–
control studies, is the recruitment of 
different control groups in the analysis 
stage. This approach is described in 
Example 4.13. Briefly, this approach 
involves the recruitment of a control 
group for whom recall is likely to be 
similar to that of the case partici-
pants but who have a disease that 
is not thought to be associated with 
the exposure of interest (e.g. partic-
ipants with a different cancer type). 
To undertake this analysis after data 
collection is complete would require 
the availability of information on expo-
sure status for the new control group, 
as in Example 7.11.

Other methods that can be used 
with individual-level data to assess 
and quantify differential information 
bias include NCEs (see Section 7.3.3) 
and stratifying analyses by exposure 
causation belief, interviewer, or proxy 
respondent status. These methods 
are discussed further in Section 4.2.3.

7.5 Selection bias

Selection bias is a systematic error 
that might present a threat to a study’s 
internal validity. Therefore, it is im- 
portant that researchers carefully 
consider the potential for selection 
bias when analysing study data and 
identify and report the information 
necessary to assess the potential 
for such a bias, as well as its direc-
tion and magnitude. This could be 
included as part of the study results 
or as supplementary material.

Selection bias arises either by 
design or through analytical choice. 
As described in Chapter 5, cohort 
studies are prone to two main origins 
of selection bias. First, differential 
selection forces can drive a differen-
tial baseline participation or result in 
a differential loss to follow-up, so that 
results do not reflect the patterns in the 
source population. The second main 
origin of selection bias arises from left 
or right truncation during the analysis. 
These types of bias can also occur in 
case–control studies. In addition, bias 
can occur in case–control studies in 
the selection of control participants. 
For example, if the researchers 

 Example 7.10. Probabilistic bias analysis to quantify recall bias

Momoli et al. (2017) used case–control data from the Canadian part of the Interphone study to investigate mobile 
phone use and the risk of head and neck tumours. The main concern was recall bias regarding the use of mobile 
phones. Probability distributions for recall errors were derived from Interphone validation data, in which recalled 
mobile phone use was compared with operator records, separately for case and control participants (Vrijheid 
et al., 2006). A Monte Carlo procedure was then used to correct for recall bias, with the aim of recreating, as it 
were, the study population that would have been observed if recall bias were absent. A further sensitivity analysis 
was conducted to address possible bias with respect to the timing of interviews, because of concerns about 
this differing between case and control participants. The results of the probabilistic bias modelling were not 
meaningfully different from the results of the non-bias-adjusted analyses. (text continues above)
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select people with another disease 
as the control source population 
and if that disease is related to the 
exposure, then the control partici-
pants will not be representative of the 
source population for the case partic-
ipants. This section outlines how re- 
searchers can examine selection 
biases in their own studies and facil-
itate the analysis of selection bias by 
reviewers who will not have access to 
the individual-level data.

7.5.1 Reporting considerations 
to facilitate assessment of 
selection bias by expert 
reviewers using methods 
outlined in Chapter 5

Table 7.4 summarizes the study 
information that should be reported 
to enable assessment of selection 
bias at a later stage, as described in 
Chapter 5.

7.5.2 Differential baseline 
participation

A simple bias analysis to address the 
effect of differential baseline participa-
tion (in both cohort and case–control 
studies) should be informed by internal 
data, reported as a contingency table 
of participation proportions for each 

of the combinations of exposure and 
disease. The prevalence or distribu-
tion of exposure and disease should 
also be estimated and reported for 
the non-participants (both case and 
control participants). Ideally, this esti-
mate should be based on an internal 
validation study of a group of the 
non-participants. If such an internal 
validation study is not possible, it may 
be possible to provide estimates of the 
prevalence of exposure and disease 
in non-participants based on expert 
judgement or external data. If indi-
vidual-level data are available, those 
external estimates can be applied to 
the study data (e.g. perhaps adjusting 
for age, sex, and other key subgroups 
of interest), as in Examples 7.12 and 
7.13.

Internal validation substudies 
should be recognized as an important 
strength of study design. However, 
such substudies are not always 
possible. If the estimates of the expo-
sure prevalence among non-partic-
ipating case and control individuals 
cannot be informed by the internal 
data, external data or expert judge-
ment can help in assigning values of 
selection proportions and conducting 
simple bias analysis. In this situation, 
it is important to report the sources 

and external data as well as the 
hypothesis or educated guesses 
used to quantify the exposure prev-
alence among correspondents, to 
enable calculation of the selection 
probability in each key subgroup. This 
strategy was successfully applied in 
the Interphone study (Vrijheid et al., 
2009), where several combinations of 
selection probabilities were assigned 
under several hypothetical scenarios 
of mobile phone use among non-par-
ticipants (Example 7.14).

A freely available spreadsheet 
(https://sites.google.com/site/bias 
analysis/Home; Fox et al., 2021) 
is useful for easily calculating the 
bias-adjusted odds ratios using such 
bias parameters as exposure distri-
butions and selection proportions, 
informed by internal data, by simu-
lation, or by educated guesses. The 
spreadsheet used in Example 7.14, 
along with other available tools, 
is presented in detail in Lash 
et al. (2021), and the spreadsheet 
is provided in Annex 2 (online only; 
available from: https://publications.
iarc.who.int/634#supmat). It may be 
possible to extend this analysis by 
documenting exposure prevalence by 
each stratum of age and sex.

 Example 7.11. Case–case analyses to quantify recall bias

Cardis et al. (2011) used a subset of data from the Interphone study to examine the associations between exposure 
to radiofrequency electromagnetic field (RF-EMF) radiation from mobile phone use and the risk of brain tumours. 
In that study, case–case analyses were conducted in which mobile phone use was compared between case 
participants with tumours of the brain in areas highly exposed to RF-EMF radiation and case participants with 
tumours in other parts of the brain with lower exposure. The case–case analysis showed increased odds ratios for 
tumours in the most exposed part of the brain in individuals with ≥ 10 years of mobile phone use (OR, 2.80; 95% 
CI, 1.13–6.94 for glioma), compared with other areas among long-term users, but no increased odds ratios for 
individuals who had started using a mobile phone more recently. (text continues on page 189)

https://sites.google.com/site/biasanalysis/Home
https://sites.google.com/site/biasanalysis/Home
https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
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7.5.3 Differential loss to  
follow-up

Differential loss to follow-up can be 
a second source of selection bias, 
because it arises from differences in 
continued study participation that are 
related to both the exposure and the 
health outcome. When the informa-
tion on participants lost to follow-up 
is missing at random, the bias can be 
addressed using methods of multiple 
imputation. Otherwise, the infor-
mation available about participants 
before their loss to follow-up can 
inform the bias analysis. To conduct 
a simple analysis of such a bias, one 
might apply either the outcome model-
ling method or inverse probability 
of attrition weighting. Both methods 
require knowledge of the number of 
participants lost to follow-up by expo-
sure status to impute the information 
lost to follow-up from data available 
to researchers. Such data should, at 
a minimum, specify for each expo-
sure stratum the total number of 

participants, the number of partic-
ipants with an outcome of interest 
per exposure status, and the person-
years (Example 7.15).

7.5.4 More-sophisticated 
methods to adjust for bias 
due to loss to follow-up in the 
original study

More-complex methods exist to adjust 
for selection bias and are frequently 
implemented by researchers. For 
example, in the DAG in Fig. 5.2, the 
unblocked backdoor path (X–V–U–Y) 
from the exposure X to the outcome Y 
could be blocked by adjusting for the 
observed covariate V in a standard 
regression model; this would elim-
inate selection bias due to loss to 
follow-up.

Another option is to use inverse 
probability of attrition weights (IPAWs), 
which have been increasingly used to 
adjust for bias due to loss to follow-up 
(Hernán et al., 2004; Weuve et al., 
2012). The IPAW is specified as the 
inverse of the probability of remaining 

in the study, conditional on predic-
tors of attrition. In Fig. 5.2, simple 
IPAWs could be generated as 1/
Pr(L = 0 | V = v), although in practice 
these weights will be conditioned on 
more predictors of loss and stabilized 
to reduce variance. The IPAWs are 
then used in a regression model of Y on 
X to produce an effect that is adjusted 
for loss to follow-up, without needing 
to include V in the model. A particular 
benefit of IPAW methods is that they 
can be used in situations where 
standard covariate control would 
fail. For example, conditioning the 
analysis on those not lost to follow-up 
(L = 0) induces a correlation between 
the exposure X and the unmeasured 
confounder U, which would bias the 
effect of X on Y. Attempting to adjust 
for V in a regression model would 
not remove the bias, because V is a 
collider along the path from X to U. 
By avoiding conditioning on V, IPAWs 
enable the removal of bias due to loss 
to follow-up in this situation (Hernán 
et al., 2004; Weuve et al., 2012).

Table 7.4. Essential information that should be reported to inform assessment of selection bias

Origin of selection 
bias

What should be reported More details

Differential baseline 
participation

Definitions and distributions of participants and non-participants among case 
and control groups 
Prevalence of exposure and disease for non-participants 
Probability of selection among each subgroup

Section 5.2.1

Loss to follow-up Rates of loss to follow-up in key subgroups of interest by baseline exposure 
status

Section 5.2.2

Left truncation 
(prevalent exposures)

Time zero 
Proportions of study participants who were subject to prevalent exposures 
at baseline, and, ideally, how long these participants had been exposed for 
(minimum, median, maximum) before follow-up commenced

Sections 5.2.3, 5.2.4

Right truncation 
(insufficient follow-up)

Minimum, median, and maximum lengths of follow-up for study participants, 
from baseline, as well as corresponding times since first exposure

Section 5.2.5

Bias due to selection 
of control participants

Eligible control diseases and their distribution in the study sample 
Exposures of interest on which the choice of the control diseases was based 
Distribution of exposure prevalence in target population and other potential 
source populations

Section 5.3.3
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 Example 7.12. Interphone study on mobile phone use and the risk of brain tumours

As discussed in Example 5.20, the multinational case–control Interphone study provides a good example of how 
to carefully examine the potential impact of selection bias. The aim of the study was to investigate whether RF-
EMF radiation emitted by mobile phones increases the risk of brain tumours (Cardis et al., 2007). Eligible case 
participants were all residents of the study region, aged 30–59 years, who had been diagnosed during the study 
period with a first primary glioma, meningioma, or acoustic neuroma, confirmed either histologically or using 
unequivocal diagnostic imaging. Control participants were selected randomly from the same source population as 
case participants and matched to them by age, sex, and region.

The authors provided a comprehensive description of the study population with precise definitions of the study 
regions and the sizes of the source populations of case and control participants for each of 16 study regions in 
13 participating countries (Table 1 of Cardis et al., 2007). Moreover, being aware that selection bias is a concern 
when inclusion is conditioned on consent to participate, the authors asked those who declined to participate to 
complete a short non-response questionnaire (NRQ), to estimate the prevalence of mobile phone use among non-
participants (Vrijheid et al., 2009). The question about regular use of mobile phones on the NRQ was phrased as, 
“Have you ever used a mobile phone regularly? Yes or no?” Regular use was defined as use at least once a week 
for a period of 6 months or longer.

The authors provided detailed tables with definitions and distributions of participants and non-participants 
among case and control groups in the Interphone study (Table 2 of Vrijheid et al., 2009), along with the percentage 
distribution of regular mobile phone users among interviewed subjects (i.e. participants) and NRQ respondents 
(Table 3 of Vrijheid et al., 2009). Moreover, a flowchart of enrolment in the Interphone study given in an appendix 
(reproduced in Fig. 7.4), which reported participation frequencies for the case and control groups, facilitated 
calculation of the fraction of individuals in each category (i.e. interviewed participants, refusal with NRQ, refusal 
without NRQ, and other non-participants, as untraceable, ill, deceased, or other reason). This is important when 
estimating the probability of selection among those who do and do not use mobile phones (Table 3 of Vrijheid 
et al., 2009). 

Fig. 7.4. Flow of subject enrolment into Interphone study. NRQ, non-response questionnaire. Source: Reprinted 
from Vrijheid et al. (2009), Copyright 2009, with permission from Elsevier.
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Example 7.12. Interphone study on mobile phone use and the risk of brain tumours (continued)

Based on the reported distributions from Fig. 7.4 and the information that regular mobile phone use was reported 
by 69% of interviewed control participants, 56% of NRQ control participants, 66% of interviewed case participants, 
and 50% of NRQ case participants, one can produce a contingency table showing the participation and mobile 
phone use among case and control participants (Table 7.5).

Table 7.5. Participation and mobile phone use in the Interphone studya

 Participants Non-participants with NRQ Non-participants without NRQ

Regular use No use Regular use No use Cannot categorize

Case participants 2616 1348 105 105 2250
Control participants 3758 1688 951 748 4992

NRQ, non-response questionnaire.
a All types of brain tumour (i.e. glioma, meningioma, or acoustic neuroma) are combined. Numbers of non-participants with NRQ include both 
refusers and other non-participants.
Source: Observed aggregated data from Vrijheid et al. (2009).

From the data in Table 7.5, one can see that the odds of participation depend on disease status; the odds ratio 
is calculated as

Equation (E7.1) 

 

OR = �
2616 + 1348

105 + 105
� �

3758 + 1688
951 + 748

�� = 5.88 (E7.1)
 

meaning that the chance of participation in the case group is 5.88 times that in the control group. Participation also 
depends on exposure status, although to a lesser extent, with

OR = (3758/951)/(1688/748) = 1.75      (E7.2)

It is noteworthy that this exposure status odds ratio is examined in control participants only.
The unadjusted odds ratio associating regular mobile phone use with brain tumour occurrence among study 

participants is

ORparticipants = (2616/3758)/(1348/1688) = 0.87     (E7.3)

This odds ratio is quite similar to the matched odds ratios observed for the original national and combined studies 
(Lahkola et al., 2007, 2008; Schoemaker et al., 2005).

Among non-participants who completed the NRQ, the unadjusted odds ratio is

ORnon-participants = (105/951)/(105/748) = 0.79      (E7.4)

which is in the same direction as, but smaller than, the unadjusted odds ratio observed among participants. 
Consequently, the potential impact of selection bias seems to be rather limited in this example.

To verify this, one might further estimate the bias-adjusted odds ratio, by assuming that non-participants who 
did not complete the NRQ had the same exposure prevalence, conditional on case or control status, as those 
who completed the NRQ. To accomplish this solution, the numbers of non-participants who did not complete the 
NRQ in Table 7.5 were weighted using the exposure prevalence of the non-participants who completed the NRQ 
(Table 7.6). 
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Example 7.13. Mobile phone use and the risk of uveal melanoma

In this study – in which exposure prevalence was also assessed and reported using the NRQ, but only among non-
participant control individuals – it was possible to identify a substantial bias due to selective participant selection 
(Lash et al., 2021). Regular mobile phone use was more prevalent among participating control individuals (45% in 
men and 25% in women) than among non-participating control individuals (37% in men and 16% in women) (Stang 
et al., 2009, Supplementary Table 3). The unadjusted odds ratio for association of regular mobile phone use with 
uveal melanoma was 0.71 among all participants and 1.26 among non-participants who completed the NRQ (Lash 
et al., 2021). The bias-adjusted odds ratio was estimated to be 1.62, suggesting that differential selection could 
have had a substantial impact on the effect estimate in this study by biasing it downwards. (text continues on page 
190)

Example 7.12. Interphone study on mobile phone use and the risk of brain tumours (continued)

Table 7.6. Participation and mobile phone use in the Interphone study with data from NRQ respondents projected 
to participants without NRQa

Disease or exposure Participants Non-participants with 
NRQ

Non-participants without NRQ

 Regular use No use Regular use No use Projected  
regular use

No use

Case participants 2616 1348 105 105 1125 1125
Control participants 3758 1688 951 748 2796 2196

NRQ, non-response questionnaire.
a All types of brain tumour (i.e. glioma, meningioma, or acoustic neuroma) are combined. Numbers of non-participants with NRQ include both 
refusers and other non-participants.
Source: Observed aggregated data from Vrijheid et al. (2009).

Data from Table 7.6 enable relatively easy estimation of the bias-adjusted odds ratio (OR, 0.92) and its 
comparison with the unadjusted odds ratio among full participants (OR, 0.87). Such a comparison would enable 
reviewers to conclude that the differential selection had not had a substantial effect on the estimated association 
between regular mobile phone use and brain tumour occurrence in this example. In fact, the odds ratio is slightly 
closer to the null; when confidence intervals are calculated, there could be weaker evidence for an association if 
all eligible individuals have been taken into account. (text continues on page 190)
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 Example 7.14. Selection probabilities in the Interphone study

In this study, the authors reported several combinations of selection probabilities, which were assigned under 
several hypothetical scenarios of mobile phone use among non-participants (Table 7.7).

Table 7.7. Hypothetical scenarios of regular mobile phone use among non-participants in the Interphone study, 
as a function of observed use patterns in interviewed participants and NRQ respondents: glioma study

Scenario Observed  
phone use (%)

Assumed phone use (basis 
for assumption) (%)

Assumed 
phone use 
in target 

population 
(%)

Selection 
probability

Inter- 
viewed

Refusal 
with NRQ

Refusal 
without NRQ

Other non-
participants

P1 P2 P3 P4 P1–4 S1 S0

Control 
participants

Fraction of 
subjects in each 
category W1–W4

0.53 0.17a 0.13 0.17 1.00

R Reference 69 69 (P1) 69 (P1) 69 (P1) 69 0.53 0.53

A NRQ applies to 
refusers with  
NRQ, unbiased 
use in other  
non-participants

69 56 66 [mw(P1–2)] 66 [mw(P1–2)] 66 0.55 0.48

B NRQ applies to all 
refusers, unbiased 
use in other  
non-participants

69 56 56 (P2) 64 [mw(P1–3)] 64 0.57 0.46

C NRQ applies to 
refusers with  
NRQ, 33% less 
use in other  
non-participants

69 56 46 (0.67 × P1) 46 (0.67 × P1) 60 0.61 0.41

D NRQ applies to 
refusers with  
NRQ, 20% more 
use in other  
non-participants

69 56 83 (1.2 × P1) 83 (1.2 × P1) 71 0.52 0.57

E NRQ applies to all 
non-participants

69 56 56 (P2) 56 (P2) 63 0.58 0.44

Cases of 
glioma

Fraction of 
subjects in each 
category W1–W4

0.64 0.05a 0.06 0.24 1.00

r Reference 65 65 (P1) 65 (P1) 65 (P1) 65 0.64 0.64

a NRQ applies to 
refusers with  
NRQ, unbiased 
use in other  
non-participants

65 53 64 [mw(P1–2)] 64 [mw(P1–2)] 64 0.65 0.63
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 Example 7.14. Selection probabilities in the Interphone study (continued)

Table 7.7. Hypothetical scenarios of regular mobile phone use among non-participants in the Interphone study, as 
a function of observed use patterns in interviewed participants and NRQ respondents: glioma study (continued)

Scenario Observed  
phone use (%)

Assumed phone use (basis 
for assumption) (%)

Assumed 
phone use 
in target 

population 
(%)

Selection 
probability

Inter- 
viewed

Refusal 
with NRQ

Refusal 
without NRQ

Other non-
participants

P1 P2 P3 P4 P1–4 S1 S0

b NRQ applies to all 
refusers, unbiased 
use in other  
non-participants

65 53 53 (P2) 63 [mw(P1–3)] 63 0.66 0.61

c NRQ applies to 
refusers with 
NRQ, 33% less 
use in other  
non-participants

65 53 43 (0.67 × P1) 43 (0.67 × P1) 58 0.59 0.44

d NRQ applies to 
refusers with 
NRQ, 20% more 
use in other  
non-participants

65 53 78 (1.2 × P1) 78 (1.2 × P1) 69 0.50 0.60

e NRQ applies to all 
non-participants

65 53 53 (P2) 53 (P2) 61 0.69 0.58

NRQ, non-response questionnaire; mw, weighted mean; P1, prevalence of mobile phone use among interviewed subjects; P2, prevalence of 
mobile phone use among refusers who completed the NRQ (P2 = 0.82 × P1: NRQ results for all case and control participants combined. The  
P2/P1 ratio was assumed to be the same for control and case participants and for different study centres and sex and age categories because 
the NRQ results did not indicate substantial or consistent differences between these groups. Data analysed from study centres with NRQ data 
were applied to all centres.); P3, prevalence of mobile phone use among refusers who did not complete the NRQ; P4, prevalence of mobile phone 
use among subjects who did not participate for a reason other than refusal (dead, too ill, physician refusal, untraceable, other); S1, probability 
of selection (i.e. participation in full interview) among mobile phone users, (W1 × P1)/P1–4; S0, probability of selection (i.e. participation in full 
interview) among non-mobile phone users, [W1 × (1 − P1)]/(1 − P1–4); W1–W4, fraction of total number of subjects ascertained in each response 
category for all study centres combined.
a W2 is based on the fraction of NRQs completed for refusers in study centres that used the NRQ (57% in control participants, 41% in case 
participants).
Source: Reproduced from Vrijheid et al. (2009).

For instance, scenario C, for which it was assumed that other non-participants had a 33% lower prevalence of 
mobile phone use than interviewed subjects, was informed by external data, based on a comparison in Finland of 
the percentage of interviewed subjects and non-participants who had listed mobile phone numbers (Lahkola et al., 
2005). Scenario D, for which it was assumed that other non-participants had a 20% higher prevalence of mobile 
phone use than interviewed subjects, was an educated guess (Vrijheid et al., 2009).

The reported data and selection probability make it easy to estimate a bias factor for each scenario using the 
formula proposed by Greenland and Criqui (1981). (text continues on page 190)
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 Example 7.15. Loss to follow-up and the association between shift work and breast cancer

The Nurses’ Health Study was initially established in 1976. In the Nurses’ Health Study II (NHS2, 1989–2013), 
114 559 nurses completed the original questionnaire on shift work (Wegrzyn et al., 2017) to provide updated values 
on shift work. In the highest category of years of night shift work, drawing on the updated shift work history, those 
who had been followed up for ≤ 10 years had a multivariable-adjusted hazard ratio of 2.13 (95% CI, 1.19–3.81) and 
those with > 10 years of follow-up had a hazard ratio of 1.19 (95% CI, 0.78–1.81). Given that dropping out of the 
study is associated with outcome, a quantitative bias analysis of these data would be useful.

For this analysis, it is necessary to know the total number of participants who dropped out, the exposure status 
of those who dropped out, and the person-years of follow-up. The number of participants who had dropped out and 
their exposure status was not given; however, only about half of the total person-years (1 213 546/2 190 678 = 55%) 
were accumulated in those who were followed up for > 10 years, as shown in Table 7.8, which is excerpted from 
Table 3 of Wegrzyn et al. (2017). This implies that a considerable proportion of the original participants dropped 
out. 

Table 7.8. Multivariable-adjusted associations between updated duration of rotating night shift work and invasive 
breast cancer, stratified by follow-up period, in the Nurses’ Health Study II, 1989–2013

Exposure measure: cumulative 
years if rotating (updated)  
shift work

No. of case 
participants

No. of 
person-years

Age-adjusted Multivariable-adjusteda

HR 95% CI HR 95% CI P for 
trend

≤ 10 years of follow-up
None 341 321 600 1.00 Referent 1.00 Referent
1–9 621 602 095 0.98 0.86–1.12 0.97 0.85–1.11
10–19 60 50 481 0.92 0.70–1.21 0.94 0.71–1.23
≥ 20 12 2 956 1.99 1.11–3.56 2.13 1.19–3.81
All subjects (NHS2 cumulative rotating 
night shift work, updated), yearsb

1034 977 132 0.75

> 10 years of follow-up
None 609 346 804 1.00 Referent 1.00 Referent
1–9 1381 767 303 1.06 0.96–1.16 1.07 0.97–1.18
10–19 141 88 801 0.90 0.74–1.07 0.95 0.79–1.14
≥ 20 23 10 637 1.10 0.72–1.66 1.19 0.78–1.81
All subjects (NHS2 cumulative rotating 
night shift work, updated), yearsb

2154 1 213 546

CI, confidence interval; HR, hazard ratio; NHS2, Nurses’ Health Study II.
a Multivariable-adjusted models were adjusted for the following covariates: age, height, body mass index, body mass index at age 18 years, 
adolescent body size, age at menarche, age at first birth and parity combined, breastfeeding, type of menopause and age at menopause 
combined, menopausal hormone therapy use, duration of use of menopausal hormonal therapy with estrogen alone, duration of use of estrogen 
and progesterone menopausal hormone therapy, first-degree family history of breast cancer, history of benign breast diseases, alcohol 
consumption, physical activity level, and current mammography. All categorical covariates were included in models with missing indicators.
b Analyses using updated data on duration of shift work excluded participants during the cycles in which they were missing information on shift 
work exposure, resulting in fewer case participants and person-years than in analyses using history of shift work reported at baseline in 1989. 
Values do not sum to the total because of rounding.
Source: Excerpted from Wegrzyn et al. (2017).

Chapter 7. Study reporting considerations to facilitate quantitative bias assessment with access to original data C
H

A
P

T
E

R
 7



198

7.5.5 Bias due to selection  
of control participants in  
case–control studies

In a case–control study, bias can arise 
if the control and case participants are 
chosen from different source popu-
lations. This section outlines how 
researchers can assess the direction 
and magnitude of bias in the selection 
of control participants, when hospital-
ized patients are recruited as control 
participants. A full explanation of the 
rationale and methods can be found 
in Section 5.3.2 and is summarized 
here. The example given is that of the 
recruitment of hospital control partici-
pants, but it is important to understand 

that the same hypothetical selection 
biases may occur for other sources of 
control participants.

The ideal case–control study 
recruits control participants from the 
same source population as the case 
participants. The source population is 
not always easy to define or to access, 
so in some situations, researchers 
recruit hospital patients as control 
participants. In these situations, two 
selection phases have occurred: 
(i) the selection of control participants 
from the source population into the 
hospital, and (ii) their selection from 
the hospital into the study group.

The selection into the hospital could 
be affected by a wide range of factors. 

Socioeconomic status may affect who 
enters the hospital, particularly for 
less-severe conditions, treatments 
that are optional (e.g. some plastic 
surgery), or treatments that can be 
performed either as day procedures 
or with hospital admission. The area 
served by the hospital may differ 
according to the disease; for example, 
if a hospital specializes in treating a 
particular cancer, the source popula-
tion for people with that cancer may 
come from a wider geographical 
area than for people hospitalized 
for non-cancer reasons. In addition, 
hospital patients are more likely 
to have exposures that lead to the 
disease they are hospitalized for, as 

 Example 7.15. Loss to follow-up and the association between shift work and breast cancer (continued)

Therefore, it is possible to calculate a crudely adjusted result for each stratum. This is done by reweighting the 
person-time to account for a presumed continuation of the risk in those lost to follow-up.

Table 7.9 shows the calculations for those with ≥ 10 years of shift work. It is assumed that the total number of 
person-years and of cancers in those lost to follow-up are twice the number seen (i.e. the risk stayed the same in 
the years after the 10 years of follow-up). Then the imputed total number of subjects who had been followed up for 
> 10 years consists of the sum of the number with complete follow-up plus twice the number lost to follow-up. The 
resulting crude hazard ratio is 2.18, which is higher than that calculated for the group with complete follow-up (HR, 
1.23). This suggests that loss to follow-up has downwardly biased the hazard ratio that would have been observed 
if there were no loss to follow-up. (text continues on page 191)

Table 7.9. Imputation of hazard ratios to account for loss to follow-up in the Nurses’ Health Study II

Complete follow-up 
> 10 years of  

follow-up

Lost to follow-up 
≤ 10 years of  

follow-up

Imputed total 
2 × lost to follow-up +  

complete follow-up

Shift work None ≥ 20 None ≥ 20 None ≥ 20
Breast cancers 609 23 341 12 1291 47
People (assume half of original 
cohort dropped out)

21 764.5 81 21 764.5 81 43 529 162

Person-years 346 804 10 637 321 600 2956 990 004 16 549
Crude rate per 100 000  
person-years

1756 2162 106 406 130.4 284

Crude rate difference 40.6 299.9 153.6
Crude rate ratio 1.23 3.83 2.18
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well as leading to the case disease. 
In this type of study, it is important to 
report the proportion of participants 
with the exposure (by age, sex, or 
other relevant variables), so that a 
comparison can be made with other 
data. Example 7.16 examines poten-
tial bias arising from the recruitment 
of hospital control participants.

More-sophisticated adjustments 
can be made by adjusting for the 
prevalence of the exposure within 
subgroups of the population. For ex- 
ample, if researchers were interested 

in differences between men and wom- 
en and a previous survey had pub- 
lished rates of opium exposure by 
age and sex subgroups, a stratified 
analysis could be performed.

The same approach can be used 
for other situations when different 
selection factors are operational in 
the selection of the control and case 
participants, for example if friends 
are recruited as control participants 
or there are different (and biased) 
participation fractions in the case and 
control participants.

7.6 Conclusions

This chapter is aimed at researchers 
who have access to individual-level 
data and wish to undertake a quan-
titative bias assessment. It follows 
the order of the previous chapters 
in this volume, covering, in turn, 
the use of graphical tools to assess 
bias and methods to quantitatively 
assess confounding, information bias 
(measurement error and misclassifi-
cation), and selection bias. For each 
of these sections, methods mentioned 
in the previous chapters are identified 
that could be used to undertake a  

Example 7.16. Case–control study of opium exposure and oesophageal cancer

In a study by Shakeri et al. (2012), also described in Examples 4.14, 5.18, 5.22, 5.27, and 5.29, control participants 
were selected from the same hospital as the case participants and were individually matched on age and sex. 
Control participants were selected from those inpatients with diseases thought to be unrelated to tobacco use, 
alcohol consumption, or diet, because these factors were thought to be related to oesophageal cancer. The 
question to be addressed is whether opium exposure is more likely in the hospital-based control participants than 
in the neighbourhood from which the case participants arose. If so, it is necessary to determine the magnitude and 
direction of the resultant bias in the study.

As an initial simple analysis, the prevalence of opium smoking in the neighbourhood can be used to calculate 
the expected distribution of opium exposure in the control participants (Table 7.10). The spreadsheet used in this 
example is provided in Annex 2 (online only; available from: https://publications.iarc.who.int/634#supmat). The 
number of unexposed and exposed control participants can be weighted by the prevalence of opium smoking in 
the neighbourhood. This adjustment results in an odds ratio of 2.41, compared with the original unadjusted odds 
ratio of 1.36. This suggests that the recruitment of hospital control participants markedly biased the association 
towards the null. (text continues above)

Table 7.10. Bias adjustment of odds ratios calculated for hospital-based control participants by applying neigh- 
bourhood exposure prevalence

Hospitalized case 
participants

Hospitalized control 
participants

Odds ratio

Opium smokers 45 73 1.36
Non-opium smokers 85 187
Hospital prevalence of opium smoking (%) 35 28
Neighbourhood prevalence of opium smoking (%) 18
Opium smokers (expected) 45 (no change) 46.8 2.41
Non-opium smokers (expected) 85 (no change) 213.2
Source: Lash et al. (2009, p. 51).
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quantitative bias analysis by re- 
searchers who have access to indi-
vidual data. In addition, types of data 
that should be reported to facilitate 
bias assessment in future system-
atic reviews and hazard identification 
documents are recommended. Final- 
ly, statistical packages, spreadsheets, 
and code that are available to help 
researchers undertake quantitative 
bias assessments are suggested.

It is hoped that this chapter will 
assist researchers in undertaking 

quantitative bias assessments in their 
own studies. It is also anticipated 
that epidemiologists will increasingly 
return to existing large cohort studies 
to apply newer conceptual and statis-
tical methods to address causal 
questions pertaining to cancer risk 
and survival. The inclusion of quanti-
tative bias assessment should be an 
integral component of every epide-
miological study. It is hoped that the 
information provided in this chapter 
will assist researchers in determining 

the magnitude and direction of bias in 
all their studies, and that the reporting 
of the factors needed to undertake 
such analyses will facilitate stronger 
systematic reviews and hazard iden- 
tifications.
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annex 1.

Evolution of the IARC 
Monographs Preamble from early 

investigations and reviews in  
the 1960s until the present day

Rodolfo Saracci and Mary K. Schubauer-Berigan

A1.1 The beginnings: cancer in 
occupational groups

Observations in humans pointing 
to life circumstances linked to the 
appearance of tumours go far back 
in history. Significant examples 
based on accurate observation of 
special population groups, rather 
than isolated clinical cases, have 
been quoted (Clemmesen, 1965): 
the reporting in the 16th century of 
a frequent respiratory disease, later 
identified as cancer in 1879 by Härting 
and Hesse, among miners in the 
Erzgebirge (Ore Mountains) of central 
Europe; the description of scrotal 
cancer in chimney sweepers by Pott 
in 1775; and the statistical evidence 
of an increased frequency of breast 
cancer in nuns presented by Rigoni-
Stern in 1844, with Ramazzini’s 
observations predating this by nearly 
150 years (Franco and Franco, 2001).

However, it is since the bur- 
geoning industrialization of the 18th 
century that humans have come into 
contact with a constantly expanding 
number of artificial and synthetic 
substances, i.e. natural substances 
that have been highly transformed 
and mixed. Specific industries or 
sections within industries came to 
represent nearly experimental situ-
ations of often prolonged and high- 
concentration exposure of workers 
to a variety of chemicals and chem-
ical mixtures. Wilhelm Hueper, the 
first director of the Environmental 
Cancer Section at the United States 
National Cancer Institute, collected 
in a massive textbook, Occupational 
Tumors and Allied Diseases (Hueper, 
1942), the accumulated evidence in 
humans and, through experiments in 
animals, on occupational exposures 
as causes of cancers. The documen-
tation on cases in humans was often 

based on fragmentary and incom-
plete clinical and pathological data, 
and Hueper himself, not to mention 
his numerous critics (Sellers, 1997), 
regarded it as mostly circumstantial 
evidence of carcinogenicity, which, 
however, in favourable situations 
could justify medicolegal recogni-
tion of an occupational cause of a 
cancer (throughout his professional 
life, Hueper was a strong advocate of 
workers’ health protection). The ulti-
mate proof of occupational etiology 
of a chemical agent had to come 
through successful reproduction of 
the neoplasms in animals.

A1.2 Tobacco smoking 
and the emergence of new 
epidemiological methods

The criterion of reproduction in ani- 
mals, which was in itself problem-
atic, later proved to be a hurdle in 
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identifying as a cancer hazard the 
exposure to tobacco smoking, which 
after centuries of use in various 
forms had become widespread with 
the industrial production of cigarettes 
in the first half of the 20th century. 
During the same period, mortality and 
morbidity statistics, as well as clinical 
reports in several countries, indicated 
a marked increase of several cancers, 
especially of the respiratory tract, 
among men, suggesting a link to the 
spreading habit, also among men, of 
regular cigarette smoking. To probe 
this hypothesis, several studies were 
conducted, particularly in Germany 
in the years between the two World 
Wars (Davey Smith and Egger, 2005). 
A remarkable short paper by Pearl 
(1938) clearly showed a sizeable 
curtailment of the life expectancy 
of smokers compared with that of 
non-smokers.

The investigation of carcinogen-
icity in humans of occupational and 
environmental exposures and of 
tobacco smoking gained a renewed 
impetus after the Second World War. 
In 1950, three well-conducted case–
control studies on lung cancer and 
cigarette smoking were published 
(Doll and Hill, 1950; Levin et al., 1950; 
Wynder and Graham, 1950); studies 
of worker populations accrued in the 
following years (Case et al., 1954; 
Doll, 1955). Later, the first results 
from cohort investigations of smoking 
were published (Doll and Hill, 1956; 
Hammond and Horn, 1958). A range 
of methodological issues emerged, 
which were unclear or even poorly 
understood at the time, prompting the 
fast development of new conceptual 
insights and methods of epidemio-
logical study planning and analysis. 
The contributions of Cornfield are 
still particularly remarkable: as early 

as 1951, he had pointed out the 
essential link to risk as estimable 
from both cohort and case–control 
studies (Cornfield, 1951); in 1959, he 
provided a decomposition of crude 
risk into a net (adjusted) risk compo-
nent and a component ascribable 
to confounding variables (Cornfield 
et al., 1959); and in 1962, he first used 
logistic regression (via discriminant 
analysis) to relate a dependent vari-
able to several independent variables 
(Cornfield, 1962).

The time was soon ripe for two 
landmark publications in epidemi-
ology: Smoking and Health, commis-
sioned by the United States Surgeon 
General (U.S. Public Health Service, 
1964), which in its conclusions 
indicted cigarette smoking as a cause 
of lung and laryngeal cancer and pipe 
smoking as a cause of oral cancer, 
and Hill’s paper The environment 
and disease: association or causa-
tion? (Hill, 1965). Both publications 
addressed thorny issues on, and 
provided guidelines for, the establish-
ment of the causal role of an exposure 
solely on the basis of observational 
studies in humans in the absence of 
both randomized studies in humans 
and reproduction of carcinogenesis in 
animals. The latter was the missing 
piece in the evidence linking tobacco 
smoking to cancer; both the United 
States Surgeon General’s report 
and Hill’s paper downplayed its role 
relative to epidemiological evidence, 
which was regarded as potentially 
capable of standing on its own feet. 
This represented a significant depar-
ture, which was bound to influence 
epidemiological thinking for several 
decades, from Hueper’s criterion of 
reproducibility in animals, which, in 
turn, reflected the time-honoured 
etiological criteria in bacteriology 

(called Koch’s postulates), the field 
of medicine in which most disease 
causes known at that time had been 
successfully identified.

Against this backdrop, two publi-
cations stand out that summarized the 
epidemiological evidence on cancer 
hazards existing by the mid-1960s: 
the scholarly Statistical Studies in the 
Aetiology of Malignant Neoplasms 
(Clemmesen, 1965) and the narra-
tive critical review The Prevention of 
Cancer: Pointers from Epidemiology 
(Doll, 1967).

A1.3 1972: the first IARC 
Monographs

IARC started operating in Lyon, 
France, in 1967. Soon, requests were 
received from different public health 
quarters to provide an authorita-
tive list of carcinogens for humans. 
Lorenzo Tomatis, who was at that 
time the head of the Unit of Chemical 
Carcinogenesis at IARC, realized 
that no such list could be provided 
without the ad hoc systematic work 
of assembling and evaluating all 
available evidence for carcinogeni-
city of an agent, integrating results 
from studies in humans and in ex- 
perimental animals. The IARC Mono- 
graphs programme was born, with 
the title of IARC Monographs on the 
Evaluation of Carcinogenic Risk of 
Chemicals to Man (“man” became 
“humans” in 1978), and the first 
volume was published in 1972. The 
title specified “chemicals” because 
this was the class of agents within 
which the largest number of expo-
sures suspected to be cancer hazards 
were found at that time.

The first volume of the IARC 
Monographs (IARC, 1972) presented 
the evaluation, by a Working Group 
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composed of 12 scientists external to 
IARC, of 19 chemicals in the catego-
ries of inorganic substances, chlori-
nated hydrocarbons, aromatic amines, 
N-nitroso compounds, and natural 
products. The Working Group had 
met for 5 days (later to become 8 days 
for most IARC Monographs meetings) 
with the support of a Secretariat of 
IARC staff members; also attending 
were technical advisors, Observers, 
and WHO Representatives. The con- 
sensus-making body for the evalu-
ations comprised only the Working 
Group members. An opening note to 
the reader stressed that no guiding 
principles were generally accepted 
to extrapolate results in experimental 
animals to humans when no data in 
humans were available; such princi-
ples might be developed only on the 
basis of some definite cases, and 
hence the IARC Monographs would 
continue in the initial format until 
sufficient background material had 
been accumulated. More generally, 
the same applied to the integration 
of results from human and animal 
studies, which for the time being 
could only be summarized separately, 
and to defining principles to weigh 
the evidence on carcinogenicity. For 
instance, the human evidence for 
lead and lead salts read, “There is no 
evidence to suggest that exposure to 
lead salts causes cancer of any site 
in man”, but there was no indication 
of how this conclusion was reached 
by the Working Group. During the 
next 5 years, the introductory section 
of each Monographs volume was 
enriched by an increasingly detailed 
description of key points to be consid-
ered by the Working Group in review- 
ing and assessing the evidence. In 
addition to data on the chemical and 
physical characteristics of an agent, 

its uses and occurrence in the human 
environment, and results from cancer 
studies in humans and animals, other 
relevant biological data, in particular 
on mutagenicity and genotoxicity, 
came to be included.

A1.4 1972–1980: IARC 
Monographs Volume 17 and 
Supplement 1

Volume 17 of the IARC Monographs 
(IARC, 1978) had two features arising 
from the first years of experience. First, 
all introductory remarks were grouped 
into a Preamble, which described 
the IARC Monographs methodology 
and the Working Groups’ operational 
procedures. Second, the predefined 
terms sufficient evidence of carcino-
genicity and limited evidence of carci-
nogenicity were adopted, separately 
for animals and humans, accompa-
nied by an outline of what types of 
result would support each definition.

A major advance in the evolution 
of the IARC Monographs followed 
2 years later, with a Supplement to the 
series (IARC, 1979); a special Working 
Group provided some guidance for 
rating the evidence, separately, for 
studies in animals and in humans. 
For the latter, sufficient evidence indi-
cated a causal association, limited 
evidence suggested a possible effect 
but was not sufficient to demonstrate 
a causal association, and inadequate 
evidence was considered to be qual-
itatively or quantitatively insufficient 
to permit any conclusions. As a final 
evaluation step, on the basis of the 
combined evidence from studies in 
animals and in humans, an agent was 
to be classified in one of three groups.
• Group 1: the agent is carcinogenic 

to humans. This classification was 

to be applied only if there was suffi-
cient evidence for cancer in humans.

• Group 2, subdivided into two 
subcategories: Group 2A, the agent 
is probably carcinogenic to humans; 
Group 2B, the agent is possibly 
carcinogenic to humans. These sub- 
categories indicate different de- 
grees of confidence in judging the 
evidence as supportive of carcino- 
genicity.

• Group 3: the agent cannot be clas-
sified as to its carcinogenicity to 
humans.

With the introduction of this 
overall classification, the basic layout 
of the IARC Monographs evaluation 
was established. It is still maintained 
(see Section 1.1) as a framework 
suitable for incorporating updates 
as required by advances in cancer 
research.

A1.5 1981–1990: IARC 
Monographs Supplements  
4 and 7

Two important steps in the evolution 
of the IARC Monographs took place in 
1982 (IARC, 1982) and 1987, leading 
to a Preamble structure and contents 
that proved subject only to marginal 
additions for several decades. In the 
formulation of Supplement 7 (IARC, 
1987), several types of study were 
enlisted to investigate cancer hazards 
in humans: case reports, descrip-
tive studies of cancer occurrence in 
populations, and analytical case–
control and cohort studies (possible 
intervention studies also fall into this 
category). On the basis of a review 
of findings from such studies, the 
evidence of carcinogenicity could be 
placed into one of three categories. 
A declaration of sufficient evidence 
of carcinogenicity indicates: “The 
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Working Group considers that a 
causal relation has been established 
between exposure to the agent and 
human cancer. That is, a positive 
relation has been observed between 
exposure to the agent and cancer in 
studies in which chance, bias, and 
confounding could be ruled out with 
reasonable confidence.” Without this 
reasonable confidence, the evidence 
is to be rated as limited. If the studies 
are of insufficient quality, consis-
tency, or statistical power to permit 
a conclusion regarding the presence 
or absence of a causal association, 
the evidence is to be rated as inad-
equate. A fourth category, evidence 
suggesting lack of carcinogenicity 
(ESLC), as derivable from nega-
tive studies, was included with a 
concluding remark: “the possibility of 
a very small risk at the levels of expo-
sure studied can never be excluded.”

It is not coincidental that the clear 
and concise formulation of the criteria 
concerning the evidence in humans 
came in the years when epidemiolog-
ical methods and statistical methods 
for epidemiology underwent in-depth 
revision and innovative expansion. At 
IARC itself, Breslow and Day began 
in 1976 to prepare two volumes in 
the Statistical Methods in Cancer Re- 
search series – to which this volume 
belongs – devoted, respectively, to 
the analysis of case–control studies 
(Breslow and Day, 1980) and cohort 
studies (Breslow and Day, 1987). 
As Breslow and Day (1980) stated, 
“The theme is, above all, one of unity. 
While much of the recent literature 
has focused on the contrast between 
cohort and case–control approaches 
to epidemiological research, we 
emphasize that they in fact share a 
common conceptual foundation, so 
that, in consequence, the statistical 

methodology appropriate to one can 
be carried over to the other with little 
or no change.” The books, extensively 
illustrated by actual analyses of data 
sets from epidemiological studies, 
offered the best presentation, at once 
theoretically rigorous and practically 
applicable, of statistical methods in 
epidemiology available at the time. 
They became a popular reference 
for epidemiologists well outside the 
cancer field.

A1.6 1991–2010

Until 1992, the classification of an 
agent in Group 1 (carcinogenic to hu- 
mans) had been strictly dependent on 
the existence of sufficient evidence 
from studies of cancer in humans. 
In 1991, in view of the continuously 
accruing knowledge of a variety 
of carcinogenesis mechanisms, a 
Working Group introduced a crit-
ical addition. As recorded in IARC 
Monographs Volume 54 (IARC, 
1992), this reads: “Exceptionally, an 
agent (mixture) may be placed in this 
category when evidence in humans 
is less than sufficient but there is 
sufficient evidence of carcinogenicity 
in experimental animals and strong 
evidence in exposed humans that the 
agent (mixture) acts through a rele-
vant mechanism of carcinogenicity.”

In subsequent years, the IARC 
Monographs included three impor-
tant new features. First, Volume 88 
of the IARC Monographs (IARC, 
2006) carried for the first time, in 
an introductory note to the reader, a 
much-needed terminology clarifica-
tion: “The term ‘carcinogenic risk’ in 
the IARC Monographs series is taken 
to mean that an agent is capable of 
causing cancer under some circum-
stances. The IARC Monographs 

evaluate cancer hazards, despite the 
historical presence of the word ‘risks’ 
in the title.”

Second, emphasis had constant- 
ly been placed by IARC not only on 
the methodological procedures used 
to evaluate carcinogenicity to hu- 
mans but also on the objective condi-
tions within which such evaluations 
were to take place. The Preamble 
to IARC Monographs Volume 94 
(IARC, 2010), stemming from a 
review by an ad hoc advisory group, 
codifies in a detailed description, 
aimed at preventing conflicts of 
interest, the role of each of the five 
different components of participants 
in a Monographs meeting: voting 
Working Group members, non-voting 
Invited Specialists, Representatives 
(of national and international health 
agencies), scientific Observers, and 
the IARC staff Secretariat.

Third, in 2008 and 2009, a 
massive review of human carcino-
gens was undertaken for Volume 100 
(IARC, 2012a, b, c, d, e, f), in which 
the data on all the agents previously 
classified in Group 1 (carcinogenic to 
humans) were updated and the eval-
uations reviewed, adding specifica-
tions of target organs. On the basis of 
the newly accumulated evidence, only 
one of the agents (human papilloma-
virus type 66) was moved downwards 
from Group 1 by the six Working 
Groups conducting the review.

A1.7 2011 until today

It was already apparent in the Vol- 
ume 100 review (IARC, 2012a, b, c, d, 
e, f) that mechanistic and other rele- 
vant biological data had a steadily 
growing role in carcinogenicity eval-
uation. This promoted an overall 
revision of the Preamble, in 2019 
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(IARC, 2019a, b; Samet et al., 2020), 
alongside a transformation of the 
title to IARC Monographs on the Iden- 
tification of Carcinogenic Hazards 
to Humans, which clearly defines in 
today’s accepted terminology the 
programme’s activity as actually 
implemented since the very begin-
ning. The revision of the Preamble 

took into account advances in the 
assessment of mechanistic data, 
including, in particular, the identifica-
tion of key characteristics of carcino-
gens, which provide a framework for 
the organization of mechanistic data 
and the assessment of strengths as 
well as gaps in evidence. The current 
Preamble reflects these advances 

and describes a process to reach a 
carcinogenicity classification by inte-
grating, along parallel and harmo-
nized lines, the three streams of 
evidence: experimental animal bio- 
assays, mechanistic investigations, 
and epidemiological studies.
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A3.1 Multiple-bias analysis: 
worked examples

The goal of bias analysis is to esti-
mate the expected effect that would 
have been estimated in the study, had 
that study not been subject to the bias 
of concern. For the purposes of this 
book, estimates of the risk ratio are 
considered, contrasting the cumula-
tive risk of an outcome at two levels 
of exposure. The risk ratio obtained 
in a given study is referred to as the 
apparent risk ratio, RRapp, and the risk 
ratio after performing bias analysis 
is referred to as the adjusted risk 
ratio, RRadj. The true target of RRadj 
is RRunbiased, the risk ratio that would 
have been estimated in the absence 
of any systematic bias, but RRadj is 
used to emphasize the necessary 
simplifying assumptions that feed 
into a bias analysis and the reality 
that the only bias parameters that 

may be available are typically, at 
best, approximations to the true bias 
parameters.

The following worked example 
offers a template for adapting multi-
ple-bias analysis to new scenarios, 
but it also indicates a unique aspect 
of multiple-bias analysis that sets 
it apart from single-bias analyses: 
the approach to serial multiple-bias 
analysis ought to vary according to 
the order in which biases are thought 
to occur for the RRapp under consider-
ation. Smith et al. (2021, p. 627) write, 
“In general, we can think of biases as 
layers that we must peel off sequen-
tially and the order in which we do so is 
the reverse of the order in which they 
occurred in the data.” Fox et al. (2021, 
pp. 416–417) state, “Bias-adjustment 
does not generally reduce to inde-
pendent multiplicative bias factors 
[…], so the order of bias-adjustments 
can affect the ultimate result.”

Two primary approaches to bias 
analyses could be considered: (i) the 
approach of Smith et al. (2021), which 
uses (dependent) bias factors to esti-
mate upper or lower bounds of bias for 
a range of bias parameters, and (ii) an 
approach given in Fox et al. (2021) 
that involves the calculation of pseu-
do-data. In the first approach, a bound 
of the value of RRadj is established 
that is typically a direct answer to the 
question “What is the most extreme 
value of the true risk ratio that is still 
consistent with RRapp under the bias 
parameters?” This approach answers 
the useful question (for hazard identi-
fication) “Can we rule out bias as the 
sole explanation of a non-null effect 
estimate?” However, the approach 
described by Smith et al. (2021) has 
not been studied extensively, so it 
is not known how conservative the 
bound is (e.g. how likely it is that a 
bound will indicate consistency with 
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the null hypothesis). Furthermore, this 
bounding approach does not easily 
accommodate scenarios in which 
biases may offset each other. The 
second approach establishes a value 
for RRadj that is derived by stacking the 
approaches used in other chapters of 
this book for individual biases. Rather 
than a bound, the second approach 
provides a single best estimate under 
a given set of bias parameters. This 
approach can be extended in a proba-
bilistic bias analysis to accommodate 
uncertainty in the bias parameters.

A3.1.1 Worked example with 
a single study on opium 
consumption and bladder 
cancer

The primary examples are based on 
a study on opium consumption and 
bladder cancer (Aliramaji et al., 2015). 
Fig. A3.1 expresses three potential 
biases that might be considered. 
Specifically, these are related to 
issues of exposure misclassification, 
unmeasured confounding, and selec-
tion bias, the last of which arises from 
the method of selecting the study 
population. In the analysis of Aliramaji 
et al. (2015), which is a case–control 
study, odds ratios, rather than risk 
ratios, are reported. The bias correc-
tion methods used here rely variously 
on odds ratios and risk ratios, but note 
that, given a rare disease like bladder 
cancer, these can be considered 
nearly equivalent so that methods to 
adjust a risk ratio can be used with an 
odds ratio.

Aliramaji et al. (2015) do not report 
measures of association, but the 
apparent odds ratio is calculable as 
the crude odds ratio (Table A3.1). 
Note that the crude odds ratio of 
2.72 is different from the odds 
ratio given in Table 6.4, which was 

calculated as the crude odds ratio 
among tobacco non-smokers. The 
odds of having bladder cancer 
(case odds) are 2.15 among those 
who reported opium use and 0.79 
among those who did not, leading 
to an apparent odds ratio of 2.72. 
As noted, for this odds ratio there 
is a concern over unmeasured con- 
founding (because an adjusted esti- 
mate of association for key con- 
founders of age and smoking was not 
reported). Selection bias concerns 
arise because the control participants 
were selected from among hospital-
ized patients who were being treated 
surgically for gall bladder stones; 
in addition, as noted in Fig. A3.2, 
selection bias may arise because 
there was frequency matching on 

sex (Mansournia et al., 2018). Opium 
exposure misclassification concerns 
arise because these were identified 
in prior validation studies on self-re-
ported opium consumption. This bias 
analysis is focused on the scenario in 
Fig. A3.2, in which selection bias due 
to matching is of greater concern than 
Berkson bias (which was discussed in 
Chapter 5), because of the recruitment 
of hospitalized control participants.

A3.1.2 Order of bias 
corrections

This example, drawn from Aliramaji 
et al. (2015), is an interesting case stu- 
dy in multiple-bias analysis because 
it demonstrates issues of measured 

Fig. A3.1. Simplified directed acyclic graph (DAG) showing potential areas 
where bias correction may be used in an analysis of a study on opium 
consumption and bladder cancer (Aliramaji et al., 2015). This DAG illustrates 
three biases: (i) differential exposure measurement error: measured 
exposure (A*) is a mismeasured proxy of true exposure (A), in which 
measurement error depends on the outcome (Y); (ii) selection bias: the 
recruitment of hospitalized control participants raises concerns that selection 
in the study may be affected by opium use, because opium use can cause 
other hospitalizable outcomes; and (iii) confounding by age and smoking  
(C1, C2). SES, socioeconomic status. 

Smoking
(measured C2)

SES
(unmeasured)

Age
(measured C1)

Opium
consumption

(any, prior 10 years, A)

Bladder
cancer (Y) S

Reported
consumption (A*)



216

confounding, effect measure modi-
fication, and selection bias aris- 
ing from matching on confounders. 
The order of bias correction is guided 
by the order in which biases may 
appear in the data. In this study, 
frequency matching of the study 
design on confounding factors (age 
and sex) can introduce selection bias 
in analyses that are unadjusted for 

these factors. Thus, selection bias 
occurs because of an open path from 
the outcome to the (correctly classi-
fied) exposure through the selection 
node and the frequency-matched 
factors. Adjusting for this bias 
requires that pathway to be closed; 
this can be done by adjusting for the 
matched factors. Selection bias can 
thus be considered as the first bias 

to address, given that true exposure 
need not be measured. Had expo-
sure directly influenced selection (as 
might occur if opium were a cause of 
a condition that resulted in a person’s 
being selected as a control partici-
pant), misclassification bias would 
necessarily first have been consid-
ered for adjustment. Once study 
selection is adjusted for, exposure 
misclassification can be adjusted 
for. Finally, consideration is given to 
confounding, which is considered to 
be a function of reality, rather than 
study design or measurement issues. 
This bias would therefore be consid-
ered to happen first (in temporal 
order), and correction for it would 
come last. Smith et al. (2021) and Fox 
et al. (2021) both consider alternative 
orderings in multiple-bias analysis.

A notable issue when selecting 
the order of bias correction for this 
example is in regard to the avail-
able data. Fox et al. (2021, p. 417) 
perfectly encapsulate this scenario: 
“Classification parameters might 
be measured in a population-based 
setting (i.e. negligible selection bias), 
but be applied to a data set where 
selection bias is a concern. In this 
setting, the analyst should bias-ad-
just for selection bias before bias-ad-
justing for misclassification, even 
if the selection bias preceded the 
misclassification in the data genera-
tion process.” Thus, even if true expo-
sure plays a role in selection bias, the 
role of opium in inducing selection 
bias is less pertinent to the biases at 
issue than the role of misclassifica-
tion in effect estimation. Thus, there is 
an additional reason in this example 
to apply misclassification parameters 
in data that are already adjusted for 
selection bias, rather than the other 
way around.

Table A3.1. Raw exposure and case status data, and calculated crude odds 
ratio

Case 
participants

Control 
participants

Case  
odds

Opium use Yes 58 27 2.15
No 117 148 0.79

Crude/apparent odds ratio 2.72

Source: Aliramaji et al. (2015).

Fig. A3.2. Simplified directed acyclic graph (DAG) showing alternative 
specification in which bias correction may be used in an analysis of a study 
on opium consumption and bladder cancer (Aliramaji et al., 2015). This 
DAG illustrates three biases: (i) differential exposure measurement error: 
measured exposure (A*) is a mismeasured proxy of true exposure (A), in which 
measurement error depends on the outcome (Y); (ii) selection bias: hospitalized 
control participants were being treated surgically for gall bladder stones, for 
which there is no known association with bladder cancer; however, control 
participants were matched with case participants on sex; this latter factor was 
left uncontrolled in the analysis, leading to selection bias; (iii) confounding by 
age and smoking (C1, C2). SES, socioeconomic status.

Smoking
(measured C2)

SES
(unmeasured)

Age
(measured C1)

Opium
consumption

(any, prior 10 years, A)

Bladder
cancer (Y) S
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consumption (A*)
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A3.2 Overview of multiple-
bias analysis of the data of 
Aliramaji et al. (2015) using 
pseudo-data and bias-factor 
approaches

The pseudo-data approach (using  
bias parameters to calculate bias-ad-
justed data, which can then be 
analysed as though they were real 
data) is used for plausible (under 
reasonable assumptions) ranges of 
bias arising from exposure misclassi-
fication and selection bias. The pseu-
do-data approach begins with an 
apparent odds ratio that is unadjusted 
for confounders. Consideration is also 
given to measured confounding, sim- 
ilar to the selection bias adjustment 
example of Chapter 4. The bias-factor 
approach, as described by Smith et al. 
(2021), is used to place a lower bound 
on the multiple-bias-adjusted odds 
ratio, given a set of bias parameters. 
The bias-factor approach begins with 
an apparent odds ratio that is adjust- 
ed for confounders. The parameters 
needed in the bias-factor approach 
are summarized in Table A3.2. Both 
approaches are demonstrated in the R 
code provided in Annex 2 (online only; 
available from: https://publications.
iarc.who.int/634#supmat).

A3.2.1 The apparent odds ratio 
as the basis for subsequent 
calculations

The crude odds ratio of Table A3.1 
can be used as the apparent odds 
ratio for subsequent analysis in the 
pseudo-data approach. Alternatively, 
Aliramaji et al. (2015) give enough 
information to infer smoking-stratified 
results (in the results, sample sizes 
were reported for case and control 
participants who had both consumed 
opium and smoked cigarettes for 

longer than 1 year); these figures 
are given in Table A3.3 and yield a 
smoking-adjusted odds ratio of 1.25 
from unconditional logistic regres-
sion and stratum-specific odds ratios 
of 4.1 among non-smokers and 0.5 
among smokers. The stratum-spe-
cific results indicate substantial odds 
ratio modification; this is a key consid-
eration, as discussed for unmeasured 
confounding in Section 3.3. This ad- 
justed odds ratio can, nonetheless, be 
selected as the apparent odds ratio 
for the bias-factor approach because 
it does not rely on tabulated data.

A3.2.2 Selection bias 
adjustment using bias factors

As shown in Table A3.2, adjustment 
for selection bias using the bias-factor 
approach involves consideration of a 
factor, US, that influences selection 
into the study and is also condition-
ally associated with the outcome. 
In this analysis, US is considered as 
sex only, given that opium use varies 
strongly with sex, and sex was used 
as a matching factor for the study 
but was not subsequently adjusted 
for. Matching without adjustment 
for sex created a backdoor biasing 
pathway, because of conditioning 
on the collider S (opium consump-
tion ← sex → S ← bladder cancer). 
For a causal interpretation of the 
selection-bias adjustment, adjust-
ment for US should be sufficient to 
render the study outcome and study 
selection (the node S in Figs. A3.1 
and A3.2) independent, given other 
factors that are included in the 
analysis. Crucially, the selection bias 
under consideration here affects the 
meaning of S. By definition, S = 1 
is the value of S for members in the 
study population; S = 0 is given for 
individuals who would have been part 

of the study data, had they not been 
selected out of the study. Generally, 
to adjust for selection bias, one must 
know or assume something about 
those for whom S = 0. Here, those 
for whom S = 0 are a (potentially 
hypothetical) group of women who 
were at the hospital used in the study 
for surgical treatment of gall bladder 
stones but were not included in the 
study. To simplify further calculations, 
it is assumed that selection into this 
eligible population is not related to 
sex; thus, a similar sex ratio among 
potential control participants to that in 
the underlying source population (i.e. 
1:1) is expected.

Calculating the bias factor for 
this example involves specifying 
(for binary misclassified exposure 
A*) Pr(US = u | A* = a, S = a, C = c), 
Pr(US = u | A* = a, S = 1 − a, C = c) 
(the prevalence parameters), and 
Pr(Y = 1 | A* = a, C = c, US = u) (the 
risk parameters), which are the prev-
alence of the unmeasured factor at 
some level u (i.e. male or female for 
the binary in this example) and the risk 
of the outcome at specified values of 
A*, C, and US.

To inform the prevalence parame-
ters, data were included from a na- 
tional survey of residents of the Is- 
lamic Republic of Iran conducted by 
Moradinazar et al. (2020), who esti-
mated the prevalence of drug use, 
stratified by several demographic var- 
iables, using the survey question 
“Have you used illicit drug more 
than one time during a lifetime?” 
The average prevalence was esti-
mated as 24.1% among men and 
2.2% among women. These survey 
data correspond to the sex-specific 
prevalences, Pr(A* = a | US = u); it is 
assumed that this does not vary mean-
ingfully across levels of covariates C 

https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat


218 Table A3.2. Summary of parameters that determine bias factors according to the multiple-bias bounding method of Smith et al. (2021)

Type of biasa Identifier Parameter Definition and notes Investigator-
specified 

values

Calculated 
value

Unmeasured 
confounding

D Pr(Uc = u | A = 1, C = c) Prevalence of Uc = u, among exposed, given observed confounders. ✓ 
E Pr(Uc = u | A = 0, C = c) Prevalence of Uc = u, among unexposed, given observed confounders. ✓
RRAUC maxu(D/E) The maximum factor (over levels of the unmeasured confounder) by 

which exposure is conditionally associated with a given value of the 
unmeasured confounder in an analysis free of selection bias and 
misclassification bias. For binary Uc, this is the maximum prevalence 
ratio contrasting levels of exposure, given measured confounders.

✓

F Pr(Y = 1 | A = a, C = c, Uc = u) The risk of Y, given exposure, observed confounders, and 
unmeasured confounders.

✓

RRUCY maxa[maxu(F)/minu(F)] The maximum value (across levels of exposure) of the ratio of the 
maximum risk (across different levels of Uc) and minimum risk 
(across different levels of Uc). This is the maximum possible risk 
ratio contrasting the outcome risk across levels of Uc and describes 
confounding bias above and beyond measured confounding in an 
analysis free of selection bias and misclassification bias.

✓

BFC g(RRUCY, RRAUC) Multiplicative bias factor, confounding. This is interpreted as the 
confounding-bias risk ratio or the ratio of the risk ratio adjustment for 
Uc to the risk ratio with unmeasured confounding by Uc.

Differential or 
non-differential 
exposure 
misclassification

G Pr(A* = 1 | Y = 1, A = 0, S = 1, C = c) False-positive probability among case participants (1 − specificity) ✓
H Pr(A* = 1 | Y = 0, A = 0, S = 1, C = c) False-positive probability among non-case participants (1 − specificity) ✓
I Pr(A* = 1 | Y = 1, A = 1, S = 1, C = c) True-positive probability among case participants (sensitivity) ✓
J Pr(A* = 1 | Y = 0, A = 1, S = 1, C = c) True-positive probability among non-case participants (sensitivity) ✓
FPOR (G/H)/[(1 − G)/(1 − H)] False-positive odds ratio ✓
SEOR (I/J)/[(1 − I)/(1 − J)] Sensitivity odds ratio ✓
CCR (I/J)/[(1 − G)/(1 − H)] Correct classification ratio ✓
ICR (G/H)/[(1 − I)/(1 − J)] Incorrect classification ratio ✓
ORA*Y max(FPOR, SEOR, CCR, ICR) Maximum selection odds ratio ✓
BFM ORA*Y Multiplicative bias factor, differential exposure misclassification. Note 

that this is a bias odds ratio and applies when the effect estimate is 
an odds ratio. In rare disease settings, this approximates the risk 
ratio and can be used for risk ratios.

✓
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Type of biasa Identifier Parameter Definition and notes Investigator-
specified 

values

Calculated 
value

Selection bias K Pr(Y = 1 | A = a, C = c, US = u) The risk of Y, given exposure, observed confounders, and an 
unmeasured source of selection bias

✓

RRUSY(a) max(K)/min(K) The ratio (at a given level of exposure, and given confounders) of 
the maximum risk of the outcome (across levels of the unmeasured 
source of selection bias) and the minimum risk of the outcome 
(across levels of the unmeasured source of selection bias). This is 
the maximum possible risk ratio contrasting levels of the variable 
that is a source of selection bias. If US is binary, this is simply the 
conditional risk ratio contrasting US = 1 against US = 0, or its inverse, 
whichever is larger.

✓

L Pr(US = u | A = a, S = a, C = c) Prevalence of US = u at a given level of exposure, among those 
who were selected into the study (if exposed) or among those not 
selected into the study (if unexposed), given observed confounders

✓

M Pr(US = u | A = a, S = 1 − a, C = c) Prevalence of US = u at a given level of exposure, among those who 
were selected into the study (if considering the unexposed) or among 
those not selected into the study (if considering the exposed), given 
observed confounders

✓

RRSUS(a) max(L/M) The maximum ratio by which selection into the study increases the 
prevalence of some value of US, within strata of exposure, given 
confounders. For binary US, this is the prevalence ratio for US, given 
exposure and confounders, comparing those selected into the study 
versus those who are not selected, or its inverse, whichever is larger.

✓

BFS g[RRUSY(a = 1), RRSUS(a = 1)] 
× g[RRUSY(a = 0), RRSUS(a = 0)]

Multiplicative bias factor, selection bias. This is interpreted as 
the selection-bias risk ratio or the ratio of the risk ratio under no 
selection bias to the risk ratio with selection bias.

✓

A, exposure of interest; C, measured confounders; OR, odds ratio; Pr, prevalence; RR, risk ratio; S, selection into study; UC, unmeasured factor that introduces confounding bias (unmeasured 
confounder); US, unmeasured factor that introduces selection bias; Y, outcome of interest.
a The biases included in this particular bias analysis include (binary) differential exposure misclassification among the study population, selection bias in which bias can be envisioned as 
selection on a factor that results in the expected effect in the study population differing from the expected effect in the target source population, and unmeasured confounding that results 
from a single confounder. Note that this table presents one possible set of hypothesized biases; Smith et al. (2021) discuss a broader set of potential bias combinations for which multiple-bias 
bounding can be used. The function g(a, b) = (a × b)/(a + b − 1) is given by Smith et al. (2021).
Source: Smith et al. (2021).

Table A3.2. Summary of parameters that determine bias factors according to the multiple-bias bounding method of Smith et al. (2021) (continued)
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(this may not hold well for tobacco 
smoking, which was strongly related 
with drug use in the survey, but 
there are insufficient data to proceed 
using a smoking-specific correction, 
given the limitations of performing 
bias corrections on published data). 
Under the assumption that exposure 
itself does not affect selection, given 
sex, prevalences from the survey can 
be expanded to Pr(A* = a | US = u) 
= Pr(A* = a | US = u, S = s) and the 
sex-specific survey data can be used 
in further calculations. Some selec-
tion-bias adjustment parameters will 
also be based on study data, but 
note that the effect estimate in the 
study (adjusted odds ratio) is used to 
approximate the adjusted risk ratio 
from a cohort analysis, so selection 
parameters that rely on the study 
data should be estimated from only 
the data for control participants. In 
an unmatched case–control study, 
the control participants should repre-
sent the distribution of exposures 
in the source population. In this 
matched setting, the control partic-
ipants represent a stratified sample 
from the source population, where 
the sampling proportions are derived 

from the distribution of sex among the 
case participants.

The sex-specific prevalences of 
drug use from the survey can then be 
transformed to yield prevalences of 
each sex in each category of expo-
sure, using Bayes’ theorem. This is 
given as:

Pr(US = u | A* = a, S = s) 

= Pr(A* = a | US = u, S = s)  

× Pr(US = u | S = s)/Pr(A* = a | S = s) (A3.1)

The multiplicative factor Pr(US = u | 
S = s)/Pr(A* = a | S = s) can be esti-
mated from study data, demographic 
data, and the population distribu-
tion of sex (here, a 1:1 female:male 
ratio is assumed). The sex-specific 
proportions in the control data are 
Pr(US = u | S = 1), and are given 
as 87.4% for men and 12.6% for 
women. The distribution of exposure 
in the control participants is given as 
Pr(A* = a | S = 1) (15.4% exposed, 
84.6% unexposed). The sex-standard-
ized survey estimate of drug use prev-
alence (24.1% × 0.5 + 2.2% × 0.5 
= 13.2%) is used as the assumed 
exposure prevalence in the target

control population, and can be given 
as

Pr(A* = a) = Pr(S = 1)Pr(A* = a | S = 1) 
+ Pr(S = 0) Pr(A* = a | S = 0) (A3.2)

This enables solving for Pr(A* = a | 
S = 0), noting that the selection 
probabilities are derived by dividing 
the number of control participants 
by the expected number of con- 
trol participants if sex had not 
been used as a matching factor, 
(153 men + 22 women)/(153 + 153) 
= 57%, and Pr(A* = 1 | S = 0) = 10.1%, 
which supports the idea that the 
unselected population will have less 
exposure than the selected control 
participants (prevalence = 15.4%), 
because the unselected population 
will include women who were omitted 
from the study as a consequence of 
matched sampling. However, this 
percentage is substantially higher 
than the female-specific prevalence 
of drug use in the survey data of 2.2%, 
which is an alternative value that could 
be used in a sensitivity analysis.

Finally, note that Pr(A* = a | US = u, 
S = s) = Pr(A* = a | US = u), through 
the assumptions of Fig. A3.2, be- 
cause selection and exposure are in- 
dependent, given sex. Thus, exposure 

Table A3.3. Tobacco smoking-stratified estimates of the odds ratio, and summary adjusted odds ratio (via logistic 
regression) inferred from Table A3.1 and results reported from Aliramaji et al. (2015)a

Bladder cancer

Smokers Non-smokers

Case 
participants

Control 
participants

Case 
participants

Control 
participants

Opium use Yes 44 20 14 7
No 50 11 67 137
Total 94 31 81 144

Stratified odds ratio (smokers) 0.48
Stratified odds ratio (non-smokers) 4.09
Summary odds ratio 1.25

a Numbers of case and control participants with exposure to both smoking and opium use, as well as marginal totals of smokers and non-smokers by 
case status, were given in the paper; this information could be used to complete the table.
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prevalence by sex can be taken 
directly from the survey data esti-
mates of 24.1% among men and 
2.2% among women. Calculations of 
Pr(US = u | A* = a, S = s) can then 
be made by application of Bayes’ 
theorem, as before.

The risk parameters are used in 
the bias-factor method by taking the 
maximum ratio (at each level of expo-
sure) by which US could increase the 
risk. Consequently, the exact risks 
are not crucial, but the risk ratio 
comparing bladder cancer across 
levels of US is crucial. For non-binary 
US, the risk ratio would be calculated 
for the lowest risk value of US against 
the highest risk value of US. Here, it is 
possible simply to fill in an arbitrary 
(valid) value for the risks for unex-
posed (or exposed) men and use the 
risk ratio for being female compared 
with that of being male among the 
unexposed (or exposed) partici-
pants to calculate the second set of 
risks. Ideally, these values could be 
informed through regression coeffi-
cients for sex from a study in which 
sex was included in a model for the 
risk of bladder cancer, given opium 
use. This would be different from a 
crude risk ratio contrasting men and 
women, because opium use is a 
potential mediator between sex and 
bladder cancer, and the parameter 
needed in this case is the risk ratio for 
sex with adjustment for opium use as 
a mediator. Such coefficients may not 
be available in the literature because 
they may not be a central feature of 
interest in a regression analysis. For 
example, Hadji et al. (2022) estimate 
an opium-adjusted odds ratio for sex 
but do not report the coefficient for 
sex in the model. Consequently, the 
crude odds ratio estimate for sex, 
0.33, given by Hadji et al. (2022) is 

used to approximate the opium-con-
ditional odds ratio. Negligible effect 
measure modification by sex occurred 
for opium use, suggesting that similar 
risk ratios can be used for men and 
women. After filling in arbitrary values 
for exposed and unexposed men of 
0.08 and 0.02, respectively, and 
letting the odds ratio estimate for 
sex (0.33) stand in for the estimated 
risk ratio, risk estimates for exposed 
and unexposed women of 0.026 and 
0.0066, respectively, are used. Note 
that the method is not sensitive to the 
absolute values of risk or to the ratio 
of risks between exposed groups.

Finally, given that the prevalence 
and risk parameters have been fully 
enumerated, the bias-factor calcula-
tion leads to a selection-bias factor 
of BFS = 1.40; after adjustment for 
selection bias, the lower bound of the 
adjusted risk ratio is 1.24/1.40 = 0.89. 
At this point one might stop, if the 
goal is to determine whether the 
plausible lower bound moves across 
the null from the study estimates, 
because further adjustments will only 
decrease this bound. One might also 
refine selection-bias adjustment by 
calculating an additional value of BFS 
for the impact of selection bias by 
recruiting hospitalized control partic-
ipants or matching on age; the lower 
bound of 0.89 would be divided by 
this additional factor to obtain a new 
lower bound. This use of the survey 
data from Moradinazar et al. (2020) 
demonstrates that data from outside 
sources can inform bias analysis in 
useful ways, even if the bias parame-
ters that are needed for analysis are 
not estimated directly in the study, 
provided that additional calculations 
can be performed, as was true here.

A3.2.3 Selection bias 
adjustment using pseudo-data

The selection bias induced by 
matching on sex and age means that 
in a study sample without this selec-
tion a different distribution of these two 
factors would be observed. A simple 
(and long-used) approach to estimate 
the effect of selection bias for an odds 
ratio (which is how the impact of opium 
use on bladder cancer was estimated 
by Aliramaji et al., 2015) is to multiply 
the odds ratio by the selection odds, 
which are calculated using the proba-
bility of selection into the study for the 
four combinations of case or control 
status and exposed or unexposed 
status. Fox et al. (2021) show that this 
is equivalent to inverse odds-of-se-
lection weighting in this simple case 
of four selection parameters. Inverse 
odds-of-selection weighting could 
be extended further, to account for 
selection bias that occurs specifically 
as a result of matching on sex and 
age, but such an approach would 
rely on having much more refined 
estimates than are available in the 
study of Aliramaji et al. (2015). Thus, 
the simpler approach to weighting is 
chosen here; this is equivalent to the 
selection-odds approach.

The selection probabilities for 
the combination of case or control 
status and exposed or unexposed 
status can be inferred partly by the 
study design. Because the concern 
for selection bias is matching of the 
control participants, there is no issue 
(in this situation) with selection of the 
case participants in terms of bias. It 
would be expected that the propor-
tion of exposed case participants in 
the study is equal to the proportion 
of exposed case participants in the 
source population, such that the se- 
lection probability of case participants 



222

can be considered to be 1.0, i.e. there 
are no additional case participants 
who would have been observed in the 
population if matching had not been 
used (however, this would not be the 
situation if exact matching led to the 
exclusion of some unmatched case 
participants).

The selection proportions for the 
exposed and unexposed control 
participants can then be informed 
by the same survey data as before, 
given the rarity of bladder cancer in 
the population. These probabilities 
are given by Pr(S = 1 | Y = 0, A* = 1) 
and Pr(S = 1 | Y = 0, A* = 0), which 
are not directly given by the data or in 
validation data. However, these can 
be expanded to include sex by noting 
that

Pr(S = 1 | Y = 0, A* = a) 
= ΣuPr(S = 1 | Y = 0, A* = a, US = u)
Pr(US = u | A* = a, Y = 0)  (A3.3)

which are the sex-specific (and expo-
sure-specific) probabilities of selec- 
tion and the population exposure-spe-
cific probabilities of reporting sex as 
male or female.

First, it is necessary to find 
Pr(S = 1 | Y = 0, A* = a, US = u). 
Because selection into the study did 
not depend on exposure, conditional 
on sex, Pr(S = 1 | Y = 0, A* = a, US = u) 

is equal to Pr(S = 1 | Y = 0, US = u). 
Next, using Bayes’ theorem:

Pr(S = 1 | Y = 0, US = u) 
= Pr(US = u | S = 1, Y = 0)Pr(S = 1 | Y = 0)/ 
   Pr(US = u | Y = 0)  (A3.4)

The value of Pr(US = u | S = 1, 
Y = 0) is given by the study data as 
87.4% for men and 12.6% for women. 
Pr(US = u | Y = 0) is assumed to be 50% 
(1:1 female:male ratio in the source 
population, and a rare outcome, 
such that the ratio in the non-case 
participants will be very similar). 
Pr(S = 1 | Y = 0) is the overall selection 
proportion for non-case participants, 
for whom direct data are not available 
but can be derived using the idea that 
a control group with no selection bias 
ought to have a 1:1 sex ratio, and 
would thus be expected to include 
153 men and 153 women. This means 
that the probability of selection is 
(153 + 22)/(153 + 153) = 57.1%. As an 
example calculation for (exposed and 
unexposed) women, Pr(S = 1 | Y = 0, 
A* = a, US = female) is given as 0.126 
× 0.571/0.5 = 0.143; for men, this is 
0.874 × 0.571/0.5 = 0.998.

To complete the selection prob-
abilities, it is also necessary to find 
Pr(US = u | A* = a, Y = 0). Unfortunately, 
these probabilities are not given in 
the study data, but noting that for a 
rare disease Pr(US = u | A* = a, Y = 0) 

≈ Pr(US = u | A* = a), this quantity can 
be estimated from survey data and 
(again) Bayes’ theorem. First,

Pr(US = u | A* = a) = Pr(A* = a | US = u) 
Pr(US = u)/Pr(A* = a) (A3.5)

As before, exposure prevalence 
by sex can be taken directly from 
the survey data estimates of 
Pr(A* = a | US = male) = 24.1% and 
Pr(A* = a | US = female) = 2.2%. A 1:1 
sex ratio yields Pr(US = u) = 50%, and 
(for example) the marginal probability 
of misclassified exposure is given by 
the sex-standardized probability of 
exposure:

ΣuPr(US = u)Pr(A* = 1 | US = male) =  
0.5 × 0.022 + 0.5 × 0.241 = 0.1315  (A3.6)

The full calculation yields selec-
tion probabilities of 0.93 for exposed 
control participants and 0.52 for unex-
posed control participants, which 
yields a selection-bias-adjusted rela-
tive risk of 4.9 (Table A3.4).

Although the selection-bias-ad-
justed relative risk of 4.9 obtained 
using the pseudo-data method and 
the lower bound relative risk of 0.89 
obtained using the bias-factor method 
seem to give conflicting results, there 
are important caveats to note. First, 
the bias-factor method is focused on 
extreme circumstances, such that 
even if, in expectation, a bias might be 
downwards, the bias-factor method 

Table A3.4. Selection-bias-adjusted pseudo-data, selection probabilities, and calculated selection-bias-adjusted risk 
ratio

Bladder cancer Case odds/OR

Case participants Control participants

Opium use Yes 58 29.08 1.99
No 117 285.76 0.41

Crude/apparent odds ratio 4.87
Selection probabilities Exposed 1 0.928

Unexposed 1 0.518

OR, odds ratio.
Source: Aliramaji et al. (2015).
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focuses on extrema of the bias, which 
could be in opposing directions from 
the expectation. Second, the process 
of adjusting for selection bias from 
matching using the pseudo-data 
method reintroduced confounding 
by sex (which was presumably what 
matching was intended to solve). 
Because being male is strongly posi- 
tively associated with both opium 
use and bladder cancer, this induced 
confounding is expected to be 
upwards, such that a confounding-bi-
as-adjusted relative risk would be 
expected to be less than 4.87. The 
topic of confounding by sex will be 
revisited in Section A3.2.6.

A3.2.4 Exposure misclassifica- 
tion bias adjustment using 
bias factors

Exposure misclassification is a spe- 
cial concern in studies of illicit drug  
use when self-report is used to deter- 
mine drug use and in any study in 
which recall periods are long for 
defining exposure. In the study of 
Aliramaji et al. (2015), a hospital-based 
study in the Islamic Republic of Iran, 
patients were considered exposed 
if opium consumption was noted in 
their files from the pathology depart-
ment, hospital archives, and phone 
calls (although scant details are 
given, each of these records presum-
ably originates from self-report or 
physician report, rather than routine 
biological test results). Exposure was 
defined as reported duration of use 
greater than or equal to 1 year.

Correction for exposure misclassi-
fication via bias factors requires values 
of specific sensitivity and specificity 
for case and control participants. 
Ideally, a validation study to adjust 
the estimates of Aliramaji et al. (2015) 
would be able to provide estimates of 

each of these parameters. The most 
relevant study that could be identified 
was that of Rashidian et al. (2017), 
who conducted an assay-based vali-
dation study of self-reported opioid 
use (primarily raw opium) among 
patients in a hospital in the Islamic 
Republic of Iran (also the study popu-
lation setting and country of origin for 
the analysis of Aliramaji et al., 2015). 
Self-reported regular use of opioids 
for 6 months or longer in the user’s 
lifetime was selected as the target 
variable, which was validated by two 
measures: self-reported use in the 
previous 72 hours and, among those 
who did not self-report use in the 
previous 72 hours, immunoassay by 
thin-layer chromatography from urine 
samples taken at interview. Sensitivity 
and specificity were estimated as 
0.775 and 0.921, respectively, among 
the hospital patients.

This validation study is not ideal; 
recent exposure could genuinely 
disagree with longer-term use without 
being a false-positive or a false-neg-
ative, and no case-specific estimates 
were given. However, in the validation 
study, investigators also noted that 
sensitivity was higher among hospital 
patients than among healthy control 
participants drawn from other visi-
tors to the hospital (0.775 vs 0.688), 
suggesting that the similar settings 
of Aliramaji et al. (2015) and the vali-
dation study are a strength (although 
an alternative explanation is that the 
conditions requiring hospitalization 
may have increased recent opioid use 
among regular users). Nonetheless, 
the sensitivity and specificity in this 
study are within the range of previous 
studies of illicit substance use (Har- 
rison et al., 2007).

The values of sensitivity and spec-
ificity were used to calculate a bias 

factor for exposure misclassification, 
which was assumed to be non-differ-
ential, because of the lack of infor-
mation about bladder cancer status 
in the validation study. Notably, the 
bias factor used here is valid when 
the target parameter is an odds ratio 
or in situations in which the target 
parameter estimates an odds ratio 
(e.g. the risk ratio estimates the odds 
ratio with a rare outcome), repre-
senting a limitation of the bias-factor 
approach to exposure misclassifica-
tion. Adjustment for outcome misclas-
sification is not subject to a similar 
caveat. A further shortcoming of this 
approach is that some misclassifica-
tion parameter values will be incom-
patible with the data (e.g. may result 
in implausible values for exposure 
prevalence). The misclassification 
bias factor was 1.0, which is a result of 
the observation that non-differential 
misclassification of a binary exposure 
will lead to bias away from the null, so 
that non-differential misclassification 
will not result in a reduction of the 
bound of plausible parameter values 
that are consistent with the data and 
bias parameters. The selection-bias- 
and exposure-misclassification-ad-
justed lower bound relative risk is 
equal to

RRapp/(BFS × BFM)  
= 1.24/(1.40 × 1.0) = 0.89  (A3.7)

A3.2.5 Exposure misclassifica- 
tion bias adjustment using 
pseudo-data

Again using the validation data 
from Rashidian et al. (2017), sensi-
tivity and specificity were estimated 
as 0.775 and 0.921, respectively. 
Fox et al. (2021) give a formula 
for creating pseudo-data from a 
2 × 2 table (binary exposure, binary 
outcome), which is used in the R code 
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provided in Annex 2 (online only; 
available from: https://publications.
iarc.who.int/634#supmat) (Fox et al., 
2021). This yielded pseudo-data ad- 
justed for selection bias and expo-
sure misclassification (Table A3.5), 
which notably resulted in an adjusted 
odds ratio of 28.2 (which, it should be 
noted, is verging on implausible and 
relies on a corrected count of exposed 
control participants of only 6.2).

A3.2.6 Unmeasured 
confounding bias adjustment 
using bias factors

After correcting for selection bias 
by matching on sex, there will be 
residual confounding by sex in the 
study. One approach to this residual 
confounding is to treat sex as an 
unmeasured confounder and conduct 
a bias analysis. Bias analysis for 
unmeasured confounding through 
bias factors is operationally similar to 
that for selection bias, in that param-
eters for the conditional probability of 
the unmeasured confounder and the 
outcome must both be specified. That 
is, for an unmeasured confounder 
Uc with discrete levels, prevalence 
parameters given by Pr(Uc = u | A* = a, 
C = c) are required; these are used to 
quantify the maximal relation between 

the confounder and exposure and risk 
parameters given by Pr(Y = 1 | A* = a, 
C = c, Uc = u), which are used to quan-
tify the maximal relation between the 
confounder and the outcome. This 
approach is quite general, because 
Uc can be binary, categorical, or 
continuous; it is identical for many 
scenarios, and a full distribution of 
the confounder does not have to be 
specified.

As with selection bias, the preva-
lence parameters are used to quantify 
the maximum risk ratio that contrasts 
prevalence values across exposure 
values. For example, if Uc is sex, 
the prevalence ratio contrasts the 
prevalence of being male (or female) 
across levels of exposure, and takes 
the maximum of those two preva-
lence ratios. Here, the only parameter 
of crucial interest (for sex as a binary 
confounder) is

Pr(Uc = male | A* = 1, C = c)/
Pr(Uc = male | A* = 0, C = c)  (A3.8)

for which it is assumed that the 
measured covariates C are not crucial 
to the problem (e.g. the confounder–
exposure relation does not change 
substantially after adjusting for C, 
and the necessary parameters can 
be simplified to Pr(Uc = u | A* = a).)

These parameters can be drawn 
from survey data. As in the adjustment 

for selection bias, parameters are 
taken from the study by Moradinazar 
et al. (2020), which is used to present 
one conceptual issue: for selection 
bias, exposure from that study is 
treated as a mismeasured exposure, 
whereas for confounding bias it is 
necessarily treated as a gold standard 
exposure. Regardless, it is unlikely 
that survey data could be identified 
using a better measure of opium use 
than self-report, and an assump-
tion that there is no unmeasured 
confounding can be much stronger 
than the assumptions inherent in bias 
analysis.

To calculate the bias parameters, 
the first calculation is

Pr(Uc = u | A = a) = Pr(A = a | Uc = u)

Pr(Uc = u)/Pr(A = a)  (A3.9)

As before, exposure prevalence 
by sex can be taken directly from 
the survey data estimates of 
Pr(A* = a | US = male) = 24.1% and 
Pr(A* = a | US = female) = 2.2%. A 1:1 
sex ratio yields Pr(US = u) = 50%, and 
(for example) the marginal probability 
of misclassified exposure is given by 
the sex-stan dardized probability of 
exposure:

ΣuPr(US = u)Pr(A* = 1 | US = male)  

= 0.5 × 0.022 + 0.5 × 0.241  

= 0.1315  (A3.10)

Table A3.5. Selection-bias- and exposure-misclassification-adjusted pseudo-data, exposure misclassification param- 
eters from Rashidian et al. (2017), and the calculated selection-bias-adjusted risk ratio from Aliramaji et al. (2015)

Bladder cancer Case odds/OR

Case participants Control participants

Opium use Yes 63.49 6.24 10.18
No 111.51 308.61 0.36

Crude/apparent odds ratio 28.18
Misclassification Sensitivity 0.775 0.775

Specificity 0.921 0.921

OR, odds ratio.
Sources: Aliramaji et al. (2015); Rashidian et al. (2017).

https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
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The full calculation yields a preva-
lence of being male of 0.92 among the 
exposed participants and 0.44 among 
the unexposed participants (and can 
be used to calculate the same preva-
lences of being female).

As before, for a binary confound- 
er, the key aspect for the risk param-
eters is the risk ratio comparing the 
risk of the outcome for men versus 
that for women, which was given 
before as 0.33. These bias param-
eters yielded an unmeasured-con-
founding bias factor of 1.53. Thus, 
the selection-bias-, exposure-mis-
classification-, and unmeasured-con-
founding-bias-adjusted lower bound 
relative risk is equal to

RRapp/(BFS × BFM × BFC)  

= 1.25/(1.40 × 1.0 × 1.54) = 0.58  (A3.11)

Thus, a true odds ratio of 0.58 is a 
lower bound of the true odds ratio that 
is consistent with the smoking-ad-
justed odds ratio of 1.25 presented 
in the study of Aliramaji et al. (2015). 
That is, after adjustment for selection 
bias, exposure misclassification, and 
unmeasured confounding, the study 
results are consistent with odds ratios 
as low as 0.58.

A3.2.7 Unmeasured 
confounding bias adjustment 
using pseudo-data

The bias parameters used for the  
pseudo-data approach also include 
the risk ratio, comparing the risk of 
outcomes for men versus women 
and the prevalence of being male 
(or female), given exposure. These pa- 
rameters resulted in a selection- 
bias-, exposure-misclassification-, 
and unmeasured-confounding-bias- 
adjusted relative risk of 18.6 
(Table A3.6). Notably, this approach 
assumes that the odds ratio is the 
same across levels of the covariate 
(no effect measure modification for 
the odds ratio), as demonstrated by 
the sex-specific odds ratios of 18.6.

Unlike the bias-factor approach, 
the pseudo-data approach uses 
an apparent relative risk that is 
adjusted for confounding by smoking. 
Comparing the crude relative risk 
with the smoking-adjusted relative 
risk yields a measured-confounding 
bias of 2.71/1.25 = 2.17, indicating 
that the crude estimate is too high. 
The selection-bias-, exposure-mis-
classification-, and unmeasured-con-

founding-bias-adjusted odds ratio 
is further divided by this bias factor. 
This yields a final adjusted odds ratio 
of 8.6, which is adjusted for selec-
tion bias, exposure misclassification, 
unmeasured-confounding bias, and 
measured-confounding bias. This last 
calculation ignores the fact that esti-
mates of confounding bias will change 
on adjustment for selection bias and 
exposure misclassification bias, but it 
is relatively simple to implement, and 
estimates are used directly from the 
data. Unlike the bias-factor approach, 
which yielded a worst-case odds ratio 
estimate of 0.58, the pseudo-data 
approach provides a best-guess odds 
ratio estimate of 8.6. These results are 
consistent with each other because 
they are interpreted differently. The 
bias-factor estimate indicates that it 
is possible (but not necessarily likely) 
that the positive study result could 
have occurred due to bias alone. The 
pseudo-data estimate indicates that 
the positive study result is nonethe-
less most likely an underestimate of 
the true odds ratio.

Table A3.6. Selection-bias-, exposure-misclassification-, and unmeasured-confounding-bias-adjusted pseudo-data 
and risk ratio derived from Aliramaji et al. (2015) and validation studies noted in the text

Bladder cancer

Women Men

Case  
participants

Control 
participants

Case 
participants

Control 
participants

Opium use Yes 1.87 0.52 61.62 5.71
No 33.42 173.76 78.09 134.85
Total 35.29 174.28 139.71 140.56

Stratified odds ratio (women) 18.63 
Stratified odds ratio (men) 18.63
Summary odds ratio 18.63

Source: Aliramaji et al. (2015).
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A3.3 Sensitivity analysis

As explained elsewhere in this book 
(e.g. the multidimensional analysis in 
Section 4.3.2), it is useful to assess 
how reasonable departures from 
chosen parameters may influence 
results. The following scenarios were 
assessed using the pseudo-data 
approach: (i) measured-confounding 
bias only (to assess the accuracy of 
correcting for measured confounding 
as a last step); (ii) no false-positive 
exposures (often assumed where ex- 
posure may carry stigma); (iii) false- 
positive exposures among case par- 
ticipants only; (iv) false-positive ex- 
posures among control participants 
only; (v) a stronger unmeasured- 
confounder–outcome relation; (vi) se- 
lection bias arising from the re- 
cruitment of hospital-based control 
participants; and (vii) alternative 
exposure misclassification param- 

eters obtained from a study by 
Abnet et al. (2004). Notably, point 
estimates from this sensitivity anal- 
ysis ranged from 1.28 (false-positive 
exposures among case participants 
only) to 15.4 (additional selection bias 
arising from the recruitment of hospi-
tal-based control participants), but 
none of the point estimates was below 
the null (Table A3.7).

A3.4 A potential probabilistic 
multiple-bias analysis strategy

Either the bias-factor approach or 
the pseudo-data approach could be 
amenable to a probabilistic bias anal- 
ysis, wherein the fixed values of the 
bias parameters given are replaced 
with values drawn from appro-
priate distributions (Table A3.2). 
Examples of such an approach are 
given elsewhere in this book (e.g. 

Example 4.21), and there are no addi-
tional complications to applying those 
approaches to multiple-bias analysis, 
so an explicit example of probabilis - 
tic multiple-bias analysis is omitted 
here. However, the R code provided 
in Annex 2 (online only; available 
from: https://publications.iarc.who.
int/634#supmat) gives an example 
of how such an analysis could be 
carried out using the same functions 
used to conduct the multiple-bias 
analysis with pseudo-data discussed 
in Section A3.2. Crucially, the param-
eter distributions used in the code 
were arbitrarily chosen because 
reasonable parameter distributions 
could not be obtained for the example 
in this annex. Nonetheless, the code 
may be used to facilitate probabilistic 
bias analysis when reasonable and 
informative distributions can be spec-
ified over the bias parameters.

https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
https://publications.iarc.who.int/634#supmat
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Table A3.7. Sensitivity analysis results with the pseudo-data approach using alternative bias parameters

No bias 
adjustment

Bias adjustment scenario

Base 
analysis

No false-
positive 

exposures

False-
positives 

among cases 
participants 

only

False-positives 
among control 

participants 
only

Stronger 
confounder–

outcome 
relation

Additional 
selection 

from hospital-
based control 
participants

Misclassification 
parameters 

from Abnet et al. 
(2004)

Selection bias
   Selection probability, exposed  
   case participants

1 1 1 1 1 1 1 1

   Selection probability,  
   unexposed case participants

1 1 1 1 1 1 1 1

   Selection probability, exposed  
   control participants

1 0.93 0.93 0.93 0.93 0.93 1.00 1.00

   Selection probability,  
   unexposed control participants

1 0.52 0.52 0.52 0.52 0.52 0.52 0.52

Exposure misclassification
   Case sensitivity 1 0.78 0.78 0.78 0.78 0.78 0.78 0.90
   Case specificity 1 0.92 1.00 0.92 1.00 0.92 0.92 0.93
   Control sensitivity 1 0.78 0.78 0.78 0.78 0.78 0.78 0.90
   Control specificity 1 0.92 1.00 1.00 0.92 0.92 0.92 0.93
Unmeasured binary confounder
   RR(U → Y) 1 0.33 0.33 0.33 0.33 0.16 0.33 0.33
   Pr(U = 1 | exposed) 1 0.08 0.08 0.08 0.08 0.08 0.08 0.08
   Pr(U = 1 | unexposed) 1 0.56 0.56 0.56 0.56 0.56 0.56 0.56
Measured-confounding bias 2.17 2.17 2.17 2.17 2.17 2.17 2.17 2.17
Summary odds ratio 1.25 8.58 1.68 1.28 11.24 7.42 15.40 4.95

Sources: Abnet et al. (2004); Aliramaji et al. (2015).
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